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#### Abstract

We study the use of incomplete agreements in a deterministic environment. We show that, if preferences are context dependent, the negotiating players may negotiate in stages: first signing an incomplete agreement and then finalizing the outcome of the negotiation. Furthermore, if preferences are context dependent because of the focusing effect, incomplete agreements are used to eliminate extreme, off-equilibrium outcomes from the possible bargaining solutions. Our framework also justifies the existence of a number of pre-bargaining actions. For example, a seller may enter the negotiation over the sale of a good having already announced a maximum price. Similarly, a seller may prefer to produce a good and later bargain over the price of the good (i.e. may prefer to be held up), rather than simultaneously bargain over price and quality.
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## 1 Introduction

In the context of negotiations, many agreements are incomplete agreements, in the sense that they specify only some aspects of the final outcome and rely on future bargaining rounds to define the missing provisions. A case in point is the use of framework agreements in procurement, which may, for example, define a set of prices and a set of quality levels at which a transaction may occur, with the understanding that the details of this transaction will be established in one or several future agreements. Similarly, complex negotiations often happen in stages, with framework agreements preceding a final, comprehensive agreement. For example, the current Doha round of trade negotiations is structured in several negotiation tables and follows a set of principles, ${ }^{1}$ the first of which is:

Single Undertaking: Virtually every item of the negotiation is part of a whole and indivisible package and cannot be agreed separately. "Nothing is agreed until everything is agreed".

Hence, any agreement reached at a specific table is neither final nor binding but provides the framework for a later round of negotiation.

Several practitioners believe that the specific sequence of incomplete agreements that can be signed (i.e. the negotiation structure) has an effect on the outcome of a negotiation. ${ }^{2}$ In addition, negotiating parties often bargain extensively over the structure of the negotiation, which implies that the parties have different preferences over the specific sequence of incomplete agreements to discuss. A case in point is the current peace negotiation between the FARC and the Colombian government, which is structured into 6 framework agreements each corresponding to a specific issue, which are discussed sequentially and are followed by a final bargaining round. ${ }^{3}$ A preliminary, secret negotiation round was required to reach an agreement on how to structure the peace negotiation. ${ }^{4}$

In this paper, we introduce context-dependent preferences into a simple bargaining problem. Our goal is to explain the use of incomplete agreements, which we model as restrictions on the bargaining set of future bargaining rounds. We contrast our analysis to existing theories of incomplete agreements (and, more specifically, of incomplete contracts) by considering the case of perfect information. We show that, in a deterministic environment where every aspect of the agreement is contractible and preferences are context dependent, the bargaining parties may negotiate in stages, by first signing an incomplete agreement and later finalizing the outcome of the negotiation. Fur-

[^1]thermore, we show that when the source of context dependence is the focusing effect, the bargaining parties may use incomplete agreements to eliminate from the set of possible bargaining solutions off-equilibrium outcomes which are particularly negative for one of the bargaining party.

There is ample evidence showing that individual preferences are context dependent, in the sense that a decision maker's evaluation of a good depends on the specific choice set faced. As a preliminary step to our analysis, we consider the decision problem of a single decision maker with context-dependent preferences who can eliminate some options from her choice set before consuming. This situation corresponds, for example, to a shopper deciding what shop to enter, where one shop (say, a large supermarket) contains all options available in all other shops. Our main assumption is that the decision maker is consequential in the sense that she reasons backward and evaluates each shop by the item she will consume in case she enters that shop. The key observation is that under this assumption, the context (and the preferences) when choosing over shops is generically different from the context (and the preferences) when choosing over individual items from the largest possible choice set. In other words, a decision maker with the option to restrict her choice set has different preferences compared to the same decision maker who does not have such an option. As a consequence, the decision maker may eliminate some options from her choice set when given the opportunity to do so.

The main result of this paper is that, when the same decision maker is in a bargaining context, the bargaining parties may restrict the future bargaining set via an incomplete agreement, which never happens when all players are rational. Rational players can never do better than bargaining in one period, because if incomplete agreements affect the final outcome of the negotiation, then the players will have opposite preferences over what incomplete agreement to sign. It follows that bargaining over incomplete agreements becomes equivalent to bargaining directly over the final outcome (see the discussion in Section 6.1). Instead, if the bargaining parties have context-dependent preferences and are consequential, their preferences will depend on whether they have the option to restrict the bargaining set before reaching an agreement. When they do have such option, the bargaining parties may restrict the bargaining set by signing an incomplete agreement. This way, they can align the preferences of their present and future selves, so that their future selves will agree on the bargaining solution preferred by their present selves.

To make further predictions, we restrict our attention to one specific source of context dependence, namely the focusing effect. The focusing effect (or focusing illusion) occurs whenever a person places too much importance on certain aspects of her choice set (i.e. certain elements are more salient than others). Intuitively, an agent's attention is unconsciously and automatically drawn toward certain attributes, which are therefore overvalued when making a choice. Kôszegi and Szeidl (2013) formalize this concept by assuming that agents maximize a focus-weighted utility

$$
\tilde{U}\left(x_{1}, x_{2}, . ., x_{n}\right)=\sum_{s=1}^{n} h_{s} u_{s}\left(x_{s}\right)
$$

where $x=\left\{x_{1}, x_{2}, \ldots x_{n}\right\}$ is a given good with $n$ attributes. The focus weights $h_{s}$ are defined as:

$$
h_{s}=h\left(\max _{x \in C} u_{s}\left(x_{s}\right)-\min _{x \in C} u_{s}\left(x_{s}\right)\right),
$$

where $C$ is the choice set and $h()$ is the focusing function, assumed strictly increasing. In this formalization, an agent overweights the utility generated by the attributes in which her options differ more, where these differences are measured in utility terms. ${ }^{5}$ Note that the focus-weighted utility is a decision utility, because it describes the decision maker's choice. We will often contrast the agent's decision utility with her material utility corresponding to a rational benchmark in which all the focus weights are equal to one.

In a bargaining game in which the players preferences are distorted by the focusing effect, incomplete agreements may be used by the bargaining parties to eliminate from the bargaining set extremely bad outcomes with respect to a specific attribute or issue, and therefore reduce the salience of that specific attribute or issue. Furthermore, we argue that incomplete agreements may be used in equilibrium even when they can be renegotiated or ignored. Crucially, we assume that incomplete agreement can be ignored only by jointly waiting one period (at no cost), and then negotiating over the entire bargaining set. ${ }^{6}$ Hence, previous incomplete agreements do not constrain the set of outcomes achievable within the negotiation. Despite this, incomplete agreements affect the set of outcomes achievable during a given bargaining stage, and therefore determine the players' preferences at a given bargaining stage. This result is relevant for two reasons. First, when facing a sequence of agreements between two parties, in case a later agreement contradicts an earlier agreement, courts typically enforce the most recent one. Hence, when parties negotiate, previous incomplete agreements signed by the same parties are never binding. Nonetheless, incomplete agreements are extensively used, which can be rationalized under our assumptions. Second, we show that the class of renegotiation-proof incomplete agreements is characterized using minimum utility guarantees to the two players.

Finally, within our framework, the players can improve their bargaining outcome by taking prebargaining actions which are commonly observed but difficult to justify using a standard bargaining framework. Unlike incomplete agreements, pre-bargaining actions are unilateral restrictions on the bargaining set, imposed to manipulate the other party's focus weights. For example, a seller may enter the negotiation having already announced a maximum price-or announcing a price, with the understanding that this price can be negotiated downward. The effect of this announcement is to

[^2]reduce the salience of the price dimension, to decrease the buyer's price sensitivity, and to increase the equilibrium transaction price. ${ }^{7}$ Therefore, according to our model the seller of, for example, an expensive house may choose to constrain her bargaining position and announce a price before bargaining. Similarly, we show that a seller may choose to be held up by a focused buyer. If the focusing effect is particularly severe, rather than bargaining over price and quality simultaneously, a seller may prefer to invest in quality, announce a maximum price and then bargain over the final price. Doing so, the seller can decrease the price sensitivity of the buyer, which cannot be done simply by announcing a maximum price because this announcement can be renegotiated. According to our model, therefore, the strength of a buyer's focusing effect determines, for example, whether a construction company should build a house and then bargain with the buyer over the price, or simultaneously bargain with the buyer over the characteristics of the house and its price.

We develop our argument through two examples. In the first example, we consider the case of a buyer and a seller exchanging a good of known quality. We assume that the seller is rational but the buyer's utility is distorted by the focusing effect. We show that the final transaction price depends on whether the parties bargain in one period, or whether the parties agree first on the maximum price that can be charged, and then on the final price. When the negotiation happens in two steps, in the last period the set of possible transaction prices is bounded by the previous agreement. Therefore, the buyer will consider the price dimension as less salient, and is willing to accept a final price which is higher than the final price in case of no upper bound. More interestingly, when bargaining over the maximum price, the salience of the price dimension is low, because the buyer anticipates that extreme prices will be ruled out. Hence, the fact that a maximum price can be imposed-which is exogenously given in the moment in which the players bargain-is enough to modify the buyer's preferences, and make her less price sensitive. As a consequence, the buyer agrees on imposing a maximum price in period 1 which leads to a higher final transaction price than when no maximum price is imposed. We also allow the players to bargain over the negotiation structure to adopt, and derive conditions under which the players may adopt the two-step procedure.

In the second example, the players bargain over the price and the quality of a good. We show that the set of renegotiation-proof incomplete agreements can be fully characterized by a maximum transaction price, a maximum transaction quality, a minimum utility level guaranteed to the buyer, and a minimum utility level guaranteed to the seller. We compare four negotiations structures: the one-step negotiation, the two-step negotiation when players can sign a renegotiation-proof incomplete agreement specifying only a maximum price and maximum quality, the two-step negotiation when players can also specify a minimum utility guarantee to the buyer in their incomplete agreement, and finally the two-step negotiation in which the players can sign any renegotiation-proof

[^3]incomplete agreement. We show that the negotiation structure affects the final quality agreed upon. In addition, we show that bargaining over a minimum utility guarantee to the buyer in period 1 leads to higher profits to the seller, while bargaining over a minimum utility guarantee to the seller in period 1 leads to lower profits to the seller. ${ }^{8}$

We structure the paper in the following way. In the reminder of this section, we discuss the relevant literature. In Section 2, as a preliminary step to our analysis, we argue that a decision maker with context-dependent preferences may progressively eliminate options from her choice set. In Section 3, we consider the case of a focused buyer and a rational seller trading a good of known quality. This example is solved under the most tractable assumptions. For example, we consider only one type of incomplete agreements (a maximum price), and we assume that incomplete agreements are binding. In Section 4, we consider the case of a focused buyer and a rational seller bargaining over the price and the quality of a good, and we introduce non-binding incomplete agreements. In this section, we also characterize the full set of renegotiation-proof incomplete agreements and consider the case of endogenous hold up by the seller. In Section 5, we consider a general bargaining game with context-dependent preferences for both players and we show that incomplete agreements may be used in equilibrium. In Section 6, we discuss the robustness of our results to changes in our main assumptions. For example, we show that rational players will never use incomplete agreements, and we argue that our results hold under both a cooperative and a non-cooperative bargaining solution. Section 7 concludes. In Appendix A, we present further robustness checks and extensions. Unless indicated otherwise, proofs are relegated to Appendix B.

## Relevant Literature.

In their seminal work, Grossman and Hart (1986) define the concept of ownership as the residual right of control: the right to dispose of an object in case a contingency that was not specified in a previous agreement occurs. Hence, ownership is well defined only if contracts are incomplete: two parties cannot specify all details of a transaction in one contract, but need to negotiate in two stages. Grossman and Hart (1986) justify the assumption of contract incompleteness with uncertainty: the negotiating parties cannot write agreements contingent on all possible states of the world, and need to wait for the uncertainty to be resolved to complete the contract. However, the subsequent literature argued that rational players should always be able to write complete contracts. In particular, Maskin and Tirole (1999) show that, if parties have trouble specifying physical contingencies in a contract, they should nonetheless be able to specify payoff contingencies using a mechanism.

As a consequence, several authors argued that behavioral biases and cognitive limitations may explain the existence of incomplete contracts. The contracting parties may leave some contingencies

[^4]unspecified and rely on future negotiation when the ex-ante contracting environment is complex (see Segal, 1999), when becoming aware or thinking about future contingencies is costly (see Tirole, 2009, and Bolton and Faure-Grimaud, 2010), or when there is a cost of specifying contingencies in a contract (see Battigalli and Maggi, 2002). More recently, Hart and Moore (2008) showed that, if the parties cannot write a complete contract, they may rely on ex-post negotiation to determine the bargaining outcome also in states of the world that are contractible ex ante. When a state of the world that is not specified in a contract occurs, the two parties have to negotiate a bargaining outcome. Hart and Moore (2008) crucially assume that, in the ex-post negotiation, each party takes the ex-ante contract as a reference point, and evaluates the outcome of the bargaining with respect to the best possible outcome specified in the contract. In addition, if a player is dissatisfied with the outcome of the bargaining, she can impose a cost on the other player. It follows that, when ex-post negotiation occurs with positive probability, the two parties may prefer to leave some provisions of the contract unspecified to avoid creating a reference point in future negotiations. ${ }^{9}$

Our paper is related to the above literature because, also here, agreements may be reached in steps. The parties may sign an incomplete agreement in period 1, and rely on a future bargaining round to complete the agreement. However, all the papers mentioned above rely on some uncertainty being resolved after completing a bargaining round, before moving to a new bargaining round. We think, however, that the arrival of specific pieces of information is often not a first-order determinant of the structure of negotiations. For example, in many negotiations we do not observe parties waiting for a new piece of information to arrive before starting a new bargaining round. Our paper considers exactly these situations, and provides an explanation for the existence of incomplete agreements in contexts with perfect information. ${ }^{10}$ On the other hand, we do not consider here the issue of ownership, which is the central question of the literature mentioned above.

To the best of our knowledge, our paper provides the first justification for the use of incomplete agreements in a context with perfect information and where every aspect of an agreement is contractible. However, some authors argued that, if information is perfect but players are prevented from writing a complete contract, then the players may decide to leave some potentially contractible aspects of an agreements unspecified (see Bernheim and Whinston, 1998). Closest to our model, Battaglini and Harstad (2014) study international environmental agreements, and assume that countries cannot perform side payments. They argue that environmental agreements may be left incomplete, as a way of inducing more countries to sign the agreement (see also Harstad, 2007).

Several existing papers demonstrate that if the player's outside option are determined endoge-

[^5]nously, agreements may be reached gradually rather than in a single period. For example, the literature on gradualism in bargaining (see Compte and Jehiel, 2004) proposes models of alternating offers in which the disagreement payoffs depend on the history of offers. Related to our work, Compte and Jehiel (2003) introduce reference-dependent utility in a game of alternating offers and show that the history of offers affect the players' preferences and the final outcome. Whereas in Compte and Jehiel (2003) players exert pressure on each other in order to extract concessions, in our model each bargaining party has the incentive to eliminate from the bargaining set options which are particularly bad for the opposing party. Furthermore, we solve each bargaining stage via Nash bargaining, and show that multiple bargaining stages are possible. Hence, our model is a model of sequential agreements, and not of sequential offers.

With this respect, we are close to Esteban and Sákovics (2008), who assume that the disagreement outcomes of a bargaining game depends on the shape of the bargaining set. The intuition is that the shape of the bargaining set affects the players' position in the non-cooperative game played in case of a disagreement. Esteban and Sákovics (2008) allow players to disagree on how to split a fraction of the surplus (and agree on how to split the rest). Whereas in Esteban and Sákovics (2008) eliminating irrelevant alternatives from the bargaining set affects the bargaining solution via the outside options, in our model, eliminating irrelevant alternatives from the bargaining set affects the bargaining solution via the players' preferences. In addition, the goal of Esteban and Sákovics (2008) is to derive axiomatically the unique efficient bargaining solution in this context, while we are interested in understanding the use of incomplete agreements.

The literature on agenda setting in negotiation has long argued that, when players bargain over multiple issues, the order in which agreements are reached matters for the outcome of the bargaining process (see Lang and Rosenthal, 2001, Bac and Raff, 1996, Inderst, 2000, Busch and Horstmann, 1999b). Extending the bargaining model of Rubinstein (1982), these papers assume that each player can make an offer about one or more issues on the table. Once an agreement is reached on one issue, this agreement is binding for both parties. Hence the parties strategically choose whether to make offers about all the issues on the table, or only on some of them. In particular, Busch and Horstmann (1999a) and Flamini (2007) argue that the players may agree on the order in which the issues are resolved (i.e. the offers are made). In our paper, we are interested in negotiations that entail a unique final agreement reached via several incomplete agreements, rather than several issue-specific agreements.

We employ here the model of focusing in economic choice proposed by Kőszegi and Szeidl (2013). Bordalo, Gennaioli, and Shleifer (2013) also develop a model of salience. They assume that agents overvalue the attributes that differ the most with respect to a reference point. Hence, whereas the framework developed by Köszegi and Szeidl (2013) can be directly used to describe how preferences change with the bargaining set, performing the same analysis using the framework developed by Bordalo, Gennaioli, and Shleifer (2013) would require to establish how changes in the bargaining
set affect the reference point. For this reason, we develop our argument using Köszegi and Szeidl (2013), but we show in Section 5 that the central prediction of our model-that the players may use incomplete agreements to restrict the bargaining set over time - is robust to using other models of context-dependent preferences such as Bordalo, Gennaioli, and Shleifer (2013).

A separate strand of literature assumes that the allocation of attention is a conscious decision made by the decision maker (also called rational inattention, see Sims, 2003). Within this literature, Gabaix (2014) develops a model in which agents consciously neglect some pieces of information in their decision making. Similarly to our model, a piece of information is more likely to be neglected when the variance of this piece of information is low. However, in our model salience is defined over utility-relevant outcomes rather than signals. Also, in our model, dimensions are never fully neglected or fully considered, but rather change their salience as the set of possible outcomes expands or shrinks.

## 2 Preliminary: sequential choice and context-dependent preferences

As a preliminary step to our analysis, we consider here an individual decision maker with contextdependent preferences who can choose her consumption bundle sequentially, by first restricting her choice set and then consuming. As a motivating example, consider a decision maker choosing over three possible snacks: an apple, a croissant and a chocolate bar. It is reasonable to assume that, when the choice is limited to either an apple or a croissant, the decision maker chooses the apple. Despite this, it is possible that when a chocolate bar is added to the choice set, the decision maker chooses the croissant, maybe because the chocolate bar reminds her of how delicious sweet snacks are. If this is the case, the decision maker displays context-dependent preferences, because her preferences over apple and croissant (as revealed by her choice) depend on the presence of the chocolate bar in her choice set.

Now, assume that the decision maker chooses her snack sequentially. First, she chooses whether to enter a small shop offering only apples and croissants or a supermarket offering all three items. Then, she consumes one of the snacks offered by the shop of her choice. Our main assumption is that the decision maker is consequential, in the sense that she reasons backward and evaluates each possible future choice set by the consumption bundle chosen in case this choice set is reached. Hence, in this example the decision maker anticipates that by going to the supermarket she will choose a croissant, while by going to the small shop she will end up eating the apple. Therefore, we can think of the ex-ante choice of where to shop as, again, a choice over apple or croissant, which implies that ex-ante the agent prefers the apple to the croissant. Consequently, to eat the apple the agent has to visit the small shop, where her choice is constrained to only two options.

The above example highlights two key insights that, as we will see, generalize to any sequential choice problem and any bargaining problem in which the decision maker has context-dependent preferences and is consequential. First of all, preferences when choosing over shops can, in general,
be very different from preferences when choosing a given item within the large supermarket. Hence, exogenously giving the decision maker the option to eliminate some consumption bundles from the choice set causes a change in the decision maker's preferences. Second, when choosing over shops the agent anticipates that by entering a specific shop her preferences will suddenly change, which implies that her future self may choose options that are not optimal for her present self. The reason is that once a shop is chosen, options that were not relevant ex ante (because not chosen on the equilibrium path and therefore not relevant before entering the shop) become part of the choice set and therefore relevant in determining the agent's preferences. Hence, when possible, the agent chooses the shop that eliminates this change in preference and makes her future-self preferences aligned with her present-self preferences.

More formally, consider the choice over a set $X$. Call $C(X)$ the choice from $X$, i.e.

$$
C(X)=\operatorname{argmax}_{x \in X} u(x, X),
$$

where we used the fact that preferences depend on the choice set. Suppose now that the decision maker is given the option to choose in two steps: in period 1, the decision maker can choose a subset $S \subset X$, and in period 2 , she can choose an element of $S$. Call $\mathbb{S}$ the set of subsets $S$ which can be chosen in period 1 , and assume that $X \in \mathbb{S}$ so that the decision maker has the option not to restrict her choice set and choose from the entire $X$ in period 2. Because the decision maker is consequential, in period 1 , she evaluates each $S$ by the $C(S)$ that will be chosen in case $S$ is reached. Therefore, the period-1 choice is equivalent to choosing one of the consumption bundles that are achievable via a specific $S$, i.e. choose a $x \in \mathbb{C}$ where $\mathbb{C}=\{C(S) \mid S \in \mathbb{S}\}$. The solution to the period-1 problem is therefore

$$
C(\mathbb{C})=\operatorname{argmax}_{x \in \mathbb{C}} u(x, \mathbb{C}) .
$$

Note that $C(X) \in \mathbb{C}$, meaning that the solution to the unconstrained utility maximization problem can be achieved by choosing $X$ in period 1 . However, the choice set faced by the agent in period 1 is $\mathbb{C}$ which may be different than $X$. A sufficient condition is that at least one element of $X$ is never chosen under any $S$. In this case, the decision maker's preferences in period 1 are different from her preferences when she chooses from the entire choice set, and it is possible that $C(\mathbb{C}) \neq C(X)$.

Thus, moving from a one-step decision over the entire $X$ to a two-step decision process by itself may change the decision maker's preferences and the outcome of the choice. Note also that, in case $C(\mathbb{C}) \neq C(X)$, in period 1 the decision maker will restrict her own future choice set so that her future self will choose $C(\mathbb{C})$ instead of $C(X)$, i.e. she must choose an $S \neq X$ in period 1. Finally, if the set $\mathbb{C}$ can itself be chosen in period 1 (i.e. if $\mathbb{C} \in \mathbb{S}$ ), then in period 1 the decision maker cannot do better than choosing $\mathbb{C}$. By doing so, her future self will face the same choice set as her present self, will have the same preferences as her present self, and will choose the consumption
bundle which is optimal from period-1 point of view.
Two additional features of this simple choice problem are worthwhile discussing. First of all, all results continue to hold when the decision maker is partially naïve or not fully sophisticated, in the sense that she fails to correctly anticipate the period- 2 choice when a given subset $S$ is chosen in period 1 . In this case, the period- 1 context is $\widetilde{\mathbb{C}} \neq \mathbb{C}$, which is the set of all the consumption bundles the agent thinks she will choose if each $S \in \mathbb{S}$ is reached. Nonetheless, in general $\tilde{\mathbb{C}} \neq X$ so that, also here, the decision maker's preferences when choosing over $S$ are different from the preferences when choosing over the entire $X$, and she may want to restrict her future choice set. Second, the decision maker's preferences when choosing over subsets depend on $\mathbb{S}$, the set of possible subsets that can be chosen, so that when $\mathbb{S}$ changes, also the period-1 preferences (and choice) may change. This is a reflection of the fact that preferences are context dependent in period 1 as well, where the context is a function of $\mathbb{S}$. Therefore, moving from a static choice over $X$ to a sequential choice simply substitutes a context with another, with no presumption that the final outcome will be "better" in any sense. Going back to our example, imagine that the decision maker is diabetic, and than when choosing over the 3 items the presence of the chocolate bar reminds her of the danger of sugar. However, when choosing only over apple or croissant, the agent is tempted and chooses the croissant. In this case, offering the agent the option to choose her choice set in the way we previously described leads to a worse outcome (from the health point of view) compared to the case in which the choice happen in only one step.

To conclude this section, note that the choice problem and the bargaining problem differ in a few important ways. For example, here we assumed that a decision maker must choose from $S$ in period 2, but it is unclear why she must comply with her previous choice instead of changing her mind. As we will see, in a bargaining context the presence of a second player creates a degree of commitment toward previously-established incomplete agreements (see, especially, the discussion about renegotiation in Section 4). Finally, in a bargaining game the set of possible bargaining outcomes (i.e. the bargaining set) depends on the players' preferences. Hence, preferences are a function of the bargaining set, which itself is a function of preferences. Whereas in this section we assumed that choice sets are exogenously given, finding the bargaining set of a bargaining game requires solving for a fixed point problem.

## 3 Example 1: Focusing Effect and the Sale of a Good

Let us start by considering the simplest possible bargaining problem: the sale of a good of given quality. ${ }^{11}$ Call $q \in\{0, v\}$ the quality exchanged, that can be either $v$ (if there is a sale) or zero

[^6](if there is no sale). ${ }^{12}$ Call $p$ the transaction price, call $\{q, p\}$ a bargaining outcome and call $X=\{0, v\} \times \mathbb{R}_{0}^{+}$the unconstrained bargaining set, or the set of all possible bargaining outcomes.

The players bargain in two periods. In the first period they agree on an incomplete agreement and in the second period they agree on a specific bargaining outcome. There is no time discounting.

Definition 1. An incomplete agreement is a set $S \subset X$. A negotiation structure $\mathbb{S}$ is the collection of convex $S$ that can be chosen in period 1 .

We interpret the case $\mathbb{S}=X$ as a one-step negotiation. Because there is no time discounting, negotiating in one step is equivalent to negotiating in two steps, under the constraint that the only $S$ the players can choose in period 1 is the entire bargaining set. Also, in what follows we always assume that $X \in \mathbb{S}$, so that in period 1 the players can always choose to bargain over the entire bargaining set in period 2, i.e. they can always choose not to sign an incomplete agreement.

We solve this example for two specific negotiation structures: a one-step negotiation, and a two-step negotiation in which players first can impose a maximum transaction price and then agree on a final transaction price. In the latter case, the set $\mathbb{S}$ contains all the sets that can be written as $S=\{0, v\} \times[0, \hat{p}]$ for some $\hat{p} \geq 0 .{ }^{13}$ After finding the equilibrium bargaining outcome under the two negotiation structures, we introduce a period 0 in which buyer and seller bargain over the negotiation structure to adopt.

Assumption 1 (Binding incomplete agreements). A bargaining outcome $\{q, p\}$ is a feasible solution to the bargaining problem in period 2 if and only if $\{q, p\} \in S \cup\{0,0\}$.

Under the above assumption, during the last stage of a negotiation the players can either agree on a bargaining outcome in compliance with a previous $S$, or they can disagree and not trade. Therefore, here, if a maximum price was established in period 1 , in period 2 the players must respect this maximum price if they want to trade. In the second example we consider, we will relax this assumption and allow the players to both renegotiate and ignore a previous incomplete agreement (see Assumption 5 in Section 4).

Here we restrict our attention to a specific form of context dependence, the focusing effect as modeled by Kôszegi and Szeidl (2013). We introduce the focusing effect into the problem by assuming that the buyer's (decision) utility is:

$$
U^{b}(q, p)=h(\bar{q}-\underline{q}) q-h(\bar{p}-\underline{p}) p
$$

where $h(\bar{q}-\underline{q})$ and $h(\bar{p}-\underline{p})$ are the focus weights, and $h()$ is a strictly increasing function. The values of $\bar{q}, \underline{q}, \bar{p}, \underline{p}$ depend on the set of bargaining outcomes that the buyer considers possible, which we

[^7]call the consideration set. In particular, $\bar{q}$ and $q$ are the largest and smallest $q$ in the consideration set; similarly $\bar{p}$ and $\underline{p}$ are the largest and smallest $p$ in the consideration set. Therefore, the buyer's preferences are context dependent, because they are affected by the set of possible bargaining outcomes. More specifically, the focusing effect causes the buyer to focus more on, and hence overweight, the dimension of the bargaining problem with the largest difference in terms of possible bargaining outcomes.

The seller is, instead, fully rational. His utility function is:

$$
U^{s}(q, p)= \begin{cases}p-c & \text { if } q=v \\ p & \text { if } q=0\end{cases}
$$

or

$$
U^{s}(q, p)=p-\frac{c \cdot q}{v}
$$

Finally, we assume that both players have the same outside option equal to zero.
Assumption 2 (Consideration set). A bargaining outcome $\{q, p\}$ is in the consideration set if and only if it is feasible and both players satisfy their rationality constraint at $\{q, p\}$.

In other words, the consideration set coincides with the bargaining set, and is composed of all the feasible bargaining outcomes which are preferred by both players to no agreement at all. ${ }^{14}$ Note that finding the consideration set is a fixed point problem, because the focus weights determine the buyer's preferences, the buyer's rationality constraint and the shape of the consideration set. At the same time the shape of the consideration set determines the focus weights and the buyer's preferences.

Assumption 3. If at any negotiation stage the parties disagree, the outcome is no trade.
Assumption 3 implies a form of commitment with respect to the structure of the negotiation. In this example, players cannot meet again and bargain over the final price after having failed to agree either on a maximum price or on a transaction price. Furthermore, it implies that, at any stage of the negotiation, the lower bounds of the consideration set are always given by the option of not trading, so that $\underline{p}=\underline{q}=0 .{ }^{15}$

Assumption 4. Each bargaining round is solved by Nash bargaining.
This assumption implies that, within each bargaining round, once we fix the players' preferences irrelevant alternatives do not affect the bargaining outcome. However, in our model, preferences

[^8]are a function of the entire bargaining set, and therefore the solution to the bargaining problem is affected by irrelevant alternatives. We show in Section 6.1 that whenever preferences are rational and the bargaining solution satisfies independence of irrelevant alternatives, the structure of the negotiation does not affect the final bargaining solution. Hence, our approach isolates a single channel through which incomplete agreements affect the outcome of the negotiation: the players' preferences. ${ }^{16}$

Solving this example allows us to easily illustrate the main point of the paper: that the negotiation structure affects the final outcome of the negotiation. In particular, we will show that the negotiation structure determines the price paid by the buyer (which is never lower than the price paid by a rational buyer) but is not relevant in determining whether trade occurs. In Section 4, we present a second example in which quality is endogenously determined, and the structure of the negotiation affects the transaction quality.

### 3.1 One-Step Negotiation

Because the players' outside options are zero, Assumption 2 implies that $\{q, p\}$ is in the consideration set if and only if:

$$
\begin{gathered}
p \geq \frac{c \cdot q}{v} \\
h(\bar{q}) q \geq h(\bar{p}) p,
\end{gathered}
$$

where we used the fact that not buying is always in the consideration set, so that $\underline{q}=\underline{p}=0$. The only alternative to not buying is to buy $v$, which is in the consideration set if and only if there exists a price $p$ such that both players satisfy their rationality constraints at $\{v, p\}$.

The value of $\bar{q}$ is $v$ if there is a price that satisfies both players' rationality constraints, and is equal to zero otherwise. However, for any value of $\bar{q}$, the largest possible transaction price $\bar{p}$ is given by $\bar{p}: \bar{p} h(\bar{p})=\bar{q} h(\bar{q})$. Therefore, $\bar{p}=\bar{q}$ always holds, and the buyer is equally focused on the price dimension as on the quality dimension. As a consequence, trade occurs if and only if $v \geq c$. Also, if $v \geq c$ then $\bar{p}=v$, meaning that the largest possible transaction price in the consideration set is $v$.

Lemma 1. When bargaining occurs in one period, the two parties trade at price $p=\frac{v+c}{2}$ if $v \geq c$, and do not trade if $v<c$.

Proof. In the text.
Therefore, in the one-step negotiation, the focused buyer puts equal weights on price and quality and behaves like a rational buyer. This feature of the model is convenient as it reduces the cases we need to discuss, but is not a generic property of bargaining problems with focusing effect. ${ }^{17}$

[^9]
### 3.2 Two-Step Negotiation

Suppose now that the negotiation happens in two periods. In the first period, the parties bargain over $\hat{p}$ : a maximum price the seller can charge. In the second period, the two parties agree on whether to trade and at what exact price.

We start by solving the game in period 2: for given maximum price $\hat{p}$, the two players bargain over $p$. If $\hat{p}<c$, it is not possible to satisfy the rationality constraint of the seller (remember that the maximum price is binding), so that the upper bounds of the consideration set are $\bar{q}=\bar{p}=0$. Similarly, if $\hat{p}>c$ but $c>v$, there will be no transaction, because there is no $\bar{p} \in[c, \hat{p}]$ such that $h(v) v \geq h(\bar{p}) \bar{p}$. Also in this case the upper bounds of the consideration set are $\bar{q}=\bar{p}=0$

Hence, a transaction is possible only if $v>c$ and $\hat{p}>c$. In this case, the maximum possible transaction price is $\bar{p}=\min \{v, \hat{p}\}$, where $v$ is the largest possible transaction price in case no maximum price is imposed in period 1. Therefore, setting $\hat{p}>v$ is equivalent to not setting a maximum price and solving the one-step negotiation problem in period $2 .{ }^{18}$ In this case, the buyer's utility is:

$$
u^{b}(q, p)=h(v) v-h(\min \{v, \hat{p}\}) p .
$$

Note that at the largest possible transaction price $\bar{p}=\min \{v, \hat{p}\}$, both players satisfy their rationality constraint, and trade is therefore possible. Hence, when $v>c$ and $\hat{p}>c$ the Nash bargaining solution of the problem is:

$$
\begin{equation*}
p(\hat{p})=\min \left\{\frac{1}{2}\left(\frac{h(v)}{h(\min \{v, \hat{p}\})} v+c\right), \hat{p}\right\} . \tag{3.1}
\end{equation*}
$$

Figure 3.1 plots the final price as a function of the maximum price. Note that $p(\hat{p})$ is first increasing and then decreasing in $\hat{p}$. At first, $p(\hat{p})$ is increasing because $\hat{p}$ is binding, meaning that the unconstrained solution to the Nash bargaining problem would be above the maximum price $\hat{p}$. Then $p(\hat{p})$ is decreasing because as $\hat{p}$ becomes large the salience of the price dimension increases. In other words, starting from a very large maximum price and decreasing the maximum price leads to a higher final transaction price, because the buyer becomes less price sensitive as $\hat{p}$ decreases. Intuitively, we can call this a "peace of mind" effect of decision utility, because knowing that high prices are excluded from the set of possible outcomes decreases the salience of the price dimension and the overall price sensitivity. As a consequence, the highest possible price achievable in period 2 is

$$
\begin{equation*}
\hat{p}^{\star}: \frac{1}{2}\left(\frac{h(v)}{h\left(\hat{p}^{\star}\right)} v+c\right)=\hat{p}^{\star} . \tag{3.2}
\end{equation*}
$$

For future references, note that $\hat{p}^{\star}<v$ : the largest possible transaction price achievable via a

[^10]

The period-2 price $p$ (solid black line) as a function of the maximum price $\hat{p}$ set in period 1. In addition, the equilibrium price level in the one-step negotiation case $(v+c) / 2$ (dotted gray line) and the maximum price $\hat{p}$ set in period 1 itself (dashed gray line). Parameter values are $v=2, c=1$ and $h(x)=x / 5+1 ; p^{\star}=\hat{p}^{\star}=1.5661$.

Fig. 3.1: Period-2 Price as a Function of the Maximum Price
maximum price is below the largest possible transaction price when the players bargain in one step.

Consider now period 1. Suppose that trade can occur in period 2 for some $\hat{p}$ (i.e. suppose $v>c$ ). Players are fully consequential and they understand that to every maximum price they may impose there is a corresponding final price given by equation (3.1). Define the transaction quality as a function of $\hat{q}$ as:

$$
q(\hat{p})=\left\{\begin{array}{ll}
v & \text { if } \hat{p} \geq c  \tag{3.3}\\
0 & \text { if } \hat{p}<c
\end{array} .\right.
$$

In case trade is possible, the buyer's utility in period 1 depends on the maximum price in the following way:

$$
u^{b}(q(\hat{p}), p(\hat{p}))=h(v) q(\hat{p})-h\left(\hat{p}^{\star}\right) p(\hat{p}),
$$

where we used the fact that $\hat{p}^{\star}=\max _{\hat{p}}\{p(\hat{p})\}$, i.e. $\hat{p}^{\star}$ is the largest final price achievable by setting a maximum price in period 1 .

The key observation is that, because $\hat{p}^{\star}<v$, when bargaining over the maximum price the
buyer is less price sensitive than in the one-step negotiation case. Bargaining over a maximum price by itself eliminates from the set of possible bargaining outcomes extremely high prices and reduces the period-1 buyer's price sensitivity, even before a maximum price is actually imposed. Note the parallel with the discussion in Section 2, where we argued that giving the decision maker the possibility of restricting her choice set by itself changes the decision maker's preferences. Here, the possibility of restricting the future bargaining set (which is, at this point, exogenously given) distorts the buyer's preferences in period 1 .

Because the maximum price matters only to the extent that it delivers a specific final price, bargaining in period 1 over $\hat{p}$ is equivalent to bargaining over $p$ under the restriction that $p$ can be achieved by setting a specific $\hat{p}$, i.e. under the restriction $p \in\left[c, \hat{p}^{\star}\right] .{ }^{19}$ Therefore, the solution to period 1 bargaining problem is:

$$
p^{\star}=\min \left\{\frac{1}{2}\left(\frac{h(v)}{h\left(\hat{p}^{\star}\right)} v+c\right), \hat{p}^{\star}\right\},
$$

Note that, by equation (3.2), $p^{\star}=\hat{p}^{\star}$, which implies that the final transaction price equals the maximum price chosen in period 1 .

Proposition 1. Assume that the parties bargain first over the maximum price and then agree on whether to trade and at what final price. Whenever $v>c$, then the final price $\hat{p}^{\star}$ is such that $v>\hat{p}^{\star}>c$, and the final price is greater than in the one-step negotiation case. Whenever $v=c$, $\hat{p}^{\star}=c$ and the final price is equal to the one-step negotiation case. Whenever $v<c$, there is no trade.

The above proposition contains three results. First, incomplete agreements are used in equilibrium whenever $v>c$. In period 1 , buyer and seller could set $\hat{p}>v$ so that in period 2 the bargaining set is unconstrained. Instead, they agree to restrict the future bargaining set by setting a maximum price $\hat{p}=\hat{p}^{\star}<v$. Second, imposing a maximum price leads to a transaction price which is higher than the transaction price in case no maximum price is imposed. This result may sound surprising because we would expect that, by giving the buyer the opportunity to establish a maximum price before bargaining on the final price, she should be able to (weakly) improve her material payoff of the negotiation. Instead, the buyer ends up paying a higher price. This result follows from the fact that the buyer is less price sensitive when bargaining over the maximum price than in the one-step negotiation. Importantly, the fact that the period-1 discussion is about a maximum price is exogenously given (the next section will endogenize the negotiation structure), but by itself rules out very high transaction prices, provides "peace of mind" also in period 1. Third, in period 1 , the buyer and the seller agree on the maximum price that delivers $\hat{p}^{\star}$, the highest transaction price

[^11]achievable via a maximum price. Similarly to the intuition discussed in Section 2, here players want to align preferences between period 1 and period 2. In particular, by imposing a maximum price equal to $\hat{p}^{\star}$, the preferences of period- 2 buyer become identical to the preferences of period- 1 buyer. Hence, incomplete agreements are used in equilibrium to align the buyer's preferences across periods. Note that in this simple example period-1 buyer and period-2 buyer achieve a full alignment of preferences. Instead, in the next example the alignment of preferences will not be perfect because we will assume that incomplete agreements can be renegotiated, which imposes a constraint on set of incomplete agreements that can be signed.

Note also that this result is robust to the introduction of a buyer who is not sophisticated and fails to correctly anticipate how the future price will depend on $\hat{p}$ (i.e. the mapping between $p$ and $\hat{p}$ is different from equation (3.1)). As long as period-1 buyer believes that the largest transaction price that is achievable by imposing a maximum price is below $v$, when bargaining over a maximum price he will be less price sensitive than when negotiating in one period. As a consequence, he is willing to restrict the future bargaining set by imposing a maximum price. In addition, Proposition 1 holds also whenever the buyer is fully naive, and thinks that the final price does not depend on $\hat{p}$. In this case, in period 1 the buyer is indifferent between all possible $\hat{p}$, while the seller strictly prefers $\hat{p}^{\star}$.

Finally, note that, here, bargaining in 2 steps moves the bargaining outcome away from the bargaining outcome with a rational buyer, which coincides with the one-step negotiation. This result is specific to the model considered here and does not generalize to other contexts. For example, we show in Section 6.3 that when the good has two quality dimensions, in the one-step negotiation the agent is too price sensitive (relative to the rational benchmark). It follows that bargaining in two steps and imposing a maximum price reduces the agent's price sensitivity and moves the bargaining outcome closer to the rational benchmark.

### 3.3 Which Negotiation Structure?

In certain cases, the negotiation structure available to the two parties will be determined by exogenous circumstances, such as whether the good is perishable and the parties have no time to negotiate in two steps. However, in other cases the two parties may have the option to bargain over the negotiation structure to use. In this section, we introduce this possibility by assuming that, in period 0 , buyer and seller bargain over what negotiation structure to adopt.

The negotiation over what bargaining structure to adopt can be conducted in several ways. For example, the players may bargain in period 0 over a minimum maximum-price. To every possible minimum maximum-price will correspond a final outcome, and the set of final outcomes achievable via a minimum maximum-price determines the players' context (and preferences) in period 0 . Establishing a minimum maximum-price equal to zero will lead to the two-step negotiation described above and a transaction price equal to $\hat{p}^{\star}$. On the other hand, establishing a very high
minimum maximum-price will cause the players to, effectively, bargain in one period and reach the transaction price $p=\frac{v+c}{2}$. Intermediate minimum maximum-prices will deliver intermediate transaction prices. Because, from period 0 point of view, the largest transaction price achievable is $\hat{p}^{\star}$, the buyer's focus weight on price in period 0 is $h\left(\hat{p}^{\star}\right)$. This is the same focus weight on price in period 1 in case the players negotiate in two steps as described above. Because the players want to avoid changes of preferences across periods, they will set the minimum maximum-price to zero and negotiate in two steps.

Alternatively, the players may negotiate in period 0 using side payments. Assume that, in period 0 , the players bargain over whether to bargain in one or two steps, and over a period- 0 monetary transfer. Call $m>0$ a period- 0 payment from the buyer to the seller. We assume that payments made in period 0 are also discounted by an appropriate focus weight, which depends on $\bar{m}$ and $\underline{m}$ : the largest and smallest $m$ in the consideration set. We also assume that, in case of disagreement in period 0 , no trade occurs, so that $\underline{p}=\underline{q}=0$. In addition, if trade is materially efficient (i.e. $v>c$ ), the highest price is achieved when the two players bargain in two steps. ${ }^{20}$ Hence, the upper bounds of the consideration set with respect to $q$ and $p$ are $\bar{q}=v$ and $\bar{p}=\hat{p}^{\star}$. The buyer's utility is therefore

$$
U^{b}(p, q, m)=h(v) q-h\left(\hat{p}^{\star}\right) p-h(\bar{m}-\underline{m}) m
$$

and the seller's utility is

$$
U^{s}(p, q, m)=p+m-c \cdot \frac{q}{v}
$$

where $q \in\{0, v\}$ depending on whether there is a transaction.
It is easy to see that the smallest $m$ in the consideration set is given by largest possible payment from the seller to the buyer, which is defined as:

$$
\begin{equation*}
-\underline{m}=\max _{p \in\left\{\hat{p}^{\star}, \frac{c+v}{2}\right\}}[p-c]=\hat{p}^{\star}-c \tag{3.4}
\end{equation*}
$$

Similarly, the largest $m$ in the consideration set is given by largest possible payment from the buyer to the seller, which is implicitly defined as:

$$
\begin{equation*}
\bar{m}: h\left(\bar{m}+\hat{p}^{\star}-c\right) \bar{m}=\max _{p \in\left\{\hat{p}^{\star}, \frac{c+v}{2}\right\}}\left[h(v) v-h\left(\hat{p}^{\star}\right) p\right]=h(v) v-h\left(\hat{p}^{\star}\right) \frac{c+v}{2} \tag{3.5}
\end{equation*}
$$

where we used the expression for $\underline{m}$ derived in equation (3.4).
Note that the utility function of the buyer becomes linear in $m$ if divided by the focus weight on $m$. If both utilities are linear in $m$, we can solve for the negotiation structure simply by maximizing

[^12]the sum of the two utilities:
$$
\max _{p \in\left\{\hat{p}^{\star}, \frac{c+v}{2}\right\}}\left[\frac{h(v)}{h\left(\bar{m}+\hat{p}^{\star}-c\right)} v-\frac{h\left(\hat{p}^{\star}\right)}{h\left(\bar{m}+\hat{p}^{\star}-c\right)} p+p-c\right],
$$
where $\bar{m}$ is implicitly defined by (3.5). The key observation is that the expression is linear in $p$. Hence, whenever $h\left(\hat{p}^{\star}\right)>h\left(\bar{m}+\hat{p}^{\star}-c\right)$ monetary payments performed ex post (as price) are more salient than monetary payments performed ex ante (as $m$ ). The buyer is willing to pay some money ex ante in order to bargain in one shot and achieve the low price. If instead $h\left(\hat{p}^{\star}\right)<h\left(\bar{m}+\hat{p}^{\star}-c\right)$ the opposite is true, and the buyer will accept to bargain in two steps.

Therefore, the one-step negotiation is preferred if $\bar{m}>c$, and the two-step negotiation is preferred otherwise. By expression (3.5), it is easy to see that for $c$ arbitrarily low, the negotiation will happen in two steps. The reason is that the total surplus to be split between buyer and seller is large, making the range of possible ex-ante payments wide and, as a consequence, very salient. It follows that the buyer is willing to accept a higher price provided that he receives an ex-ante transfer from the seller. If instead $c$ is large (i.e. close to $v$ ), $\bar{m}$ is close to zero, and the players agree to negotiate in one step. The reason is that the total surplus to be split is small, which makes the ex-ante payment $m$ less salient than the ex-post payment $p$. Hence, the buyer is willing to make an ex-ante payment in order to receive a lower price ex post.

Lemma 2. If monetary transfers can be used, the two parties bargain in one step if $c$ is large, and bargain in two steps if $c$ is small. If they decide to negotiate in one step, in period 0 the buyer makes a positive monetary transfer to the seller. If they decide to negotiate in two steps, in period 0 the seller makes a positive monetary transfer to the buyer.

Proof. In the text, and by noting that (3.5) is continuous in $c$.
Note that, compared to the one-step bargaining case (and the rational-buyer case), the seller can extract a higher overall payment from the buyer whenever the two parties are given the option to decide on the negotiation structure to adopt.

### 3.4 Upper Bound on Price announced by the Seller

As we just showed, the existence of incomplete agreements that restrict the bargaining set may affect the final bargaining outcome and the player's payoffs. In the example just discussed, these incomplete agreements are the outcome of a previous negotiation stage. However, players may be able to affect the shape of the bargaining set also by unilaterally taking certain pre-bargaining actions.

In this section, we assume that negotiations always happen in one step, but the seller can
credibly announce a maximum price $\hat{p}^{21}$ Without much repetition, it is easy to see that the final price depends on $\hat{p}$ as described in equation (3.1), and that the seller can extract the highest price from the buyer by announcing a maximum price equal to $\hat{p}=\hat{p}^{\star}$. Therefore, the final transaction price is the same, independently of whether the maximum price is chosen by the seller or it is bargained upon by buyer and seller. Clearly, if the maximum price was announced by the buyerand assuming that this announcement cannot be violated-the buyer will choose a maximum price equal to $c$. Nevertheless, when the seller and period-1 buyer are choosing over a maximum price, their preferences are strongly aligned because allowing the buyer to influence the choice of the maximum price does not affect the result. The reason is that, when bargaining over the maximum price, period-1 buyer has one main objective: to avoid changes in her own preferences (see Section 2 for an explanation). At the same time, the seller's objective is to maximize profits. In this example, these two objectives happen to be perfectly aligned, as preferences of period-1 buyer and period-2 buyer coincide at $\hat{p}=\hat{p}^{\star}$, which is also the maximum price generating the highest profits to the seller.

## 4 Example 2: Focusing Effect and the Negotiation over Price and Quality

Consider now a second example, in which the buyer and the seller negotiate over the quality of the good and the price to pay. Utilities are:

$$
\begin{gather*}
U^{b}(q, p)=h(\bar{q}-\underline{q}) q-h(\bar{p}-\underline{p}) p  \tag{4.1}\\
U^{s}(q, p)=p-\frac{1}{2} q^{2} \tag{4.2}
\end{gather*}
$$

for $q \geq 0$ and $p \geq 0$, so that the set of unconstrained bargaining outcomes is $X=\mathbb{R}_{+}^{2}$, with $\{0,0\}$ corresponding to no trade. We maintain Assumptions 2, 3 and 4. Among other things, these assumptions imply that, also here, $\underline{p}=\underline{q}=0$.

Similarly to the previous example, we will derive the solution to the negotiation game under different negotiation structures. However, here the issue of whether-and to what extent-incomplete agreements are binding is particularly important. For example, suppose that a previous incomplete agreement imposes an upper bound on the transaction price. It is possible that, in period 2, both players are willing to ignore this upper bound provided that the transaction quality is sufficiently high. In other words, it is possible that an incomplete agreement may be renegotiated. In addition, in case of contradicting agreements among the same parties, courts typically enforce the most recent

[^13]one. Hence, in period 2 the players could agree to violate a period- 1 agreement without any type of repercussion.

In this section, we assume that previous agreements can be renegotiated or even ignored. Crucially, we assume that ignoring a previous incomplete agreement is possible only by waiting one period (at no cost) and bargaining over the entire bargaining set in a third period. Hence, incomplete agreements are not binding in the sense that they do not affect the set of possible bargaining outcomes achievable within the negotiation. However, incomplete agreements affect the set of possible bargaining outcomes achievable in period 2 of the negotiation. The following assumption formalizes this intuition and replaces Assumption 1.

Assumption 5 (Renegotiation). For given $S$, a bargaining outcome $x \equiv\{q, p\} \in X$ is feasible if and only if at least one of the following conditions holds:

- $x \in S \cup\{0,0\}$,
- $U^{b}(x) \geq U^{b}\left(x^{\prime}\right)$ and $U^{s}(x) \geq U^{s}\left(x^{\prime}\right)$ for some $x^{\prime}$ element of the Pareto frontier of $S$,
- $x$ is the solution of the bargaining problem over the entire $X$.

As earlier, in period 2, players can choose a bargaining solution that is in compliance with period-1 agreement or disagree and decide not to trade. Novel to Assumption 5, now the players can also renegotiate over period-1 agreement by implementing a bargaining outcome that dominates the Pareto frontier of $S$, or ignore completely the period-1 agreement and go to a fresh round of negotiation. This last possibility amounts renegotiating the actual structure of the negotiation, and move to the one-step negotiation even if the players are currently engaged in a two-step negotiation. The possibility of ignoring the period-1 agreement implies that, from period-2 point of view, one of the outcomes of the negotiation is the solution to the bargaining problem in case a third round of negotiations is triggered. In other words, independently of the period-1 incomplete agreement, the players can always choose in period 2 to implement the bargaining outcome $x$, the solution of the bargaining problem over the entire $X .{ }^{22}$

Note that in the example discussed in the previous section (the sale of a good of fixed quality), the possibility of renegotiating does not play any role because players have opposite preferences over the price, and all results derived there continue to hold under Assumption 5 as well. Instead, when price and quality are jointly determined renegotiation may happen. In the following, we restrict our attention to period-1 agreements that are closed, convex and renegotiation proof: for every $S \in X$, no element of $X$ that is not in $S$ can Pareto improve upon the Pareto frontier of $S$. We

[^14]will characterize the set of renegotiation-proof incomplete agreements, and show that they may involve establishing minimum utility guarantees to the buyer or seller. In addition, we show that the structure of the negotiation here is relevant for material efficiency, as it affects the quality of the good exchanged.

### 4.1 One-Step Negotiation

In absence of a previous incomplete agreement, the consideration set is given by the $\{q, p\}$ that satisfy the players' rationality constraints. Therefore, the upper bound of the consideration set is given by the $\{q, p\}$ that satisfies the two rationality constraints with equality:

$$
\begin{array}{r}
h(\bar{q}) \bar{q}=h(\bar{p}) \bar{p} \\
\bar{q}^{2}=2 \bar{p}, \tag{4.4}
\end{array}
$$

which implies $\bar{q}=\bar{p}=2$. Given the identical focus weights, also here, the one-shot bargaining outcome is equivalent to the outcome when the buyer is rational: $p^{\star}=\frac{3}{4}, q^{\star}=1$.

### 4.2 Two-Step Negotiation

Consider a closed, convex incomplete agreement $S$, such that all elements of $S$ satisfy the players' rationality constraints. ${ }^{23}$ There exist a $\underline{u}^{b} \geq 0, \underline{u}^{s} \geq 0, \hat{p} \geq 0$, and a $\hat{q} \geq 0$ such that $\forall\{p, q\} \in S$

$$
\begin{gather*}
h(\bar{q}) q-h(\bar{p}) p \geq \underline{u}^{b}  \tag{4.5}\\
p-\frac{1}{2} q^{2} \geq \underline{u}^{s}  \tag{4.6}\\
\hat{p}=\max \{p \mid\{p, q\} \in S \text { for some } q\}  \tag{4.7}\\
\hat{q}=\max \{q \mid\{p, q\} \in S \text { for some } p\} \tag{4.8}
\end{gather*}
$$

where (4.5) and (4.6) hold with equality for some $\{p, q\} \in S$. Assuming that $S$ will not be renegotiated, the upper bounds of the consideration set are $\bar{q}=\max \{\hat{q}, 1\}$ and $\bar{p}=\max \left\{\hat{p}, \frac{3}{4}\right\}$, where we use the fact that the solution to the one-step negotiation can always be reached by waiting one period.

Remember that a given $S$ can be renegotiated if a bargaining outcome on the Pareto frontier of $S$ can be renegotiated, independently on whether this outcome is chosen in equilibrium. It follows that an $S$ satisfying (4.5) to (4.8) will not be renegotiated if the $\{p, q\}$ on the Pareto frontier of the unconstrained bargaining set $X=\mathbb{R}_{+}^{2}$ giving at least utility $\underline{u}^{s}$ to the seller and utility $\underline{u}^{b}$ to the

[^15]buyer are all elements of $S$. More formally, the agreement $S$ will not be renegotiated if all $\left\{p^{\prime}, q^{\prime}\right\}$ such that
\[

$$
\begin{gather*}
\frac{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}{h(\max \{\hat{q}, 1\})}=\frac{1}{q^{\prime}}  \tag{4.9}\\
u^{s}=p^{\prime}-\frac{q^{\prime 2}}{2} \tag{4.10}
\end{gather*}
$$
\]

for

$$
\begin{equation*}
\underline{u}^{s} \leq u^{s} \leq \frac{h(\max \{\hat{q}, 1\}) q^{\prime 2}-\underline{u}^{b}}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}-\frac{q^{\prime 2}}{2} \tag{4.11}
\end{equation*}
$$

are elements of $S$. In other words, a renegotiation-proof $S$ contains the tangency points between indifference curves of buyer and seller (pinned down by equations (4.9) and (4.10) as a function of $u^{s}$ ), giving utility greater or equal than $\underline{u}^{s}$ to the seller and $\underline{u}^{b}$ to the buyer (expressed in equation (4.11) as a range of possible $u^{s}$ ). Figure 4.1 (a) represents a renegotiation-proof agreement, because the Pareto optimal elements of $S$ (the tangency points) are also Pareto optimal within $\mathbb{R}_{+}^{2}$. On the other hand, Figure 4.1(b) represents a period-1 agreement that can be renegotiated. The set of Pareto optimal elements of $S$ includes some $\{p, q\}$ on the top-right corner of $S$ (for example, the point of tangency between the set $S$ and the indifference curve corresponding to zero utility to the seller). These elements are Pareto dominated by the points in bold on the line corresponding to $q=\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{,}, \frac{3}{4}\right\}\right)}$, which are not elements of $S$.

Conditions (4.9), (4.10), and (4.11) can be used to derive necessary conditions for a $S$ to be renegotiation proof.

Lemma 3. If a convex $S$ is renegotiation proof, then the following conditions must hold:

$$
\begin{gather*}
\hat{p}+\frac{\underline{u}^{b}}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)} \geq\left(\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}\right)^{2}  \tag{4.12}\\
\hat{q} \geq \frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}  \tag{4.13}\\
\hat{p}+\frac{\underline{u}^{b}}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)} \leq \frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)} \hat{q}  \tag{4.14}\\
\hat{p}-\frac{1}{2} \hat{q}^{2} \geq \underline{u}^{s} \tag{4.15}
\end{gather*}
$$

In the above lemma, the first two conditions state that $\hat{p}, \hat{q}$ should be larger than the largest $\{p, q\}$ on the Pareto frontier of the set $S$. The last two conditions are the rationality constraints of the players at $\{\hat{p}, \hat{q}\}$.

Lemma 4. For every $\underline{u}^{b}, \underline{u}^{s}, \hat{p}, \hat{q}$ that satisfy conditions (4.12), (4.13), (4.14), and (4.15), there exist a renegotiation-proof $S$ satisfying conditions (4.5) to (4.8).

(a) Renegotiation-proof period-1 agreement.

(b) Non renegotiation-proof period-1 agreement.

Fig. 4.1: Period-1 agreements.

Proof. For example, define $S$ as the set of $x \in \mathbb{R}^{2}$ that satisfy equations (4.5) to (4.8), with $\{p, q\} \leq$ $\{\hat{p}, \hat{q}\}$ for all $\{p, q\} \in S$.

It follows that conditions (4.12), (4.13), (4.14), and (4.15) are also sufficient to characterize some renegotiation-proof $S$.

Finally, note that starting from any closed and convex $S$ satisfying conditions (4.5), (4.6), (4.7) and (4.8) (i.e. a renegotiation-proof $S$ ) for the same $\underline{u}^{b}, \underline{u}^{s}, \hat{p}, \hat{q}$, buyer and seller will reach the same period-2 solution. The reason is that the buyer's preferences and the set of possible solutions (the Pareto frontier of the set $S$ ) are the same across all renegotiation-proof, closed and convex $S$ having the same $\underline{u}^{b}, \underline{u}^{s}, \hat{p}, \hat{q}$. Therefore, in order to characterize the set of possible renegotiation-proof, closed and convex incomplete agreements, we only need to characterize the set of $\underline{u}^{b}, \underline{u}^{s}, \hat{p}, \hat{q}$ that satisfy conditions $(4.12),(4.13),(4.14)$, and (4.15). The proposition follows.

Proposition 2. The set of $\underline{u}^{b}, \underline{u}^{s}, \hat{p}, \hat{q}$ that satisfy conditions (4.12), (4.13), (4.14), and (4.15), fully characterizes the set of final bargaining outcomes achievable via a renegotiation-proof, convex incomplete agreement.

Proof. In the text.
We derive the solution to the two-step negotiation game under three negotiation structures. First, we assume that, in period 1, the players cannot use minimum utility guarantees, so that the set of possible period-1 agreements is the set of renegotiation-proof agreements with $\underline{u}^{b}=\underline{u}^{s}=0$. Second, we allow the players to bargain also over the minimum utility guaranteed to the buyer. Finally, we allow the players to choose in period 1 any $S$ that is renegotiation-proof and convex. In order to simplify our derivations, we make the following functional-form assumption:

Assumption 6. The focusing function has an exponential form: $h(x)=x^{\gamma}$ for some $\gamma>0$.
The main point of this section is to show that the structure of the negotiation is relevant for material efficiency, because the type of good exchanged depends not only on whether the negotiation happens in one step or two steps, but also on the set of incomplete agreements can be signed in period 1. Similarly to the case of a single decision maker discussed in Section 2, also here the buyer's period1 preferences depend on the set of possible incomplete agreements that can be signed. Therefore, different two-step negotiation structures will lead to different negotiation outcomes.

## No minimum utility guarantees

We start by assuming that the players cannot use minimum utility guarantees, and therefore bargain in period 1 over $\hat{p}$ and $\hat{q}$, under the constraints (4.12) to (4.15). The equilibrium bargaining outcome for this negotiation structure will provide the benchmark against which to compare the effect of introducing minimum-utilities guarantees.

$q^{\star}(\gamma)($ solid line $), p^{\star}(\gamma)$ (dashed line) as a function of $\gamma$.
Fig. 4.2: No Minimum Utility: Period-2 Quality and Price

Lemma 5. Suppose that, in period-1, the players can sign only renegotiation-proof agreements with $\underline{u}^{s}=\underline{u}^{b}=0$. The solution to the bargaining problem is

$$
\begin{gathered}
q^{\star}=\max \left\{\left(\frac{2^{\frac{3 \gamma+4}{2(\gamma+1)}}}{3}\right)^{\gamma}, 1\right\} \\
p^{\star}=\frac{3}{4}\left(q^{\star}\right)^{2} .
\end{gathered}
$$

When the parties are restricted to bargain over $\hat{p}$ and $\hat{q}$ (no minimum utilities), for $\gamma$ sufficiently low, bargaining in two periods will lead to a bargaining outcome that is different from the bargaining outcome reached in the one-shot case. This result is illustrated in Figure 4.2. Therefore, for $\gamma$ low, the structure of the negotiation is relevant for material efficiency, because it affects the quality of the item exchanged.

The way the parameter $\gamma$ affects the outcome of the bargaining is quite complex. It is possible to show that the largest period- $2 \frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}$ achievable via a period-1 agreement is increasing in $\gamma$. In other words, the stronger the focusing effect, the more quality sensitive the buyer can be made in period-2 via an appropriate period-1 agreement. In addition, when bargaining in period 2, final quality and final price increase with $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}$. The key observation is that for low period$2 \frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{,} \frac{3}{4}\right\}\right)}$ the transaction quality will be above the transaction price, while for large period- 2 $\frac{h(\max \{\{,, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}$ the transaction price will be above the transaction quality.

It follows that, from period- 1 point of view, when the focusing effect is very strong, the largest final price achievable by means of a period- 1 agreement is above the corresponding largest transaction quality. Hence, in period 1 , the buyer is more price sensitive than in the one-shot case. Because

$q^{\star}(\gamma)$ (black solid line), $p^{\star}(\gamma)$ (black dashed line) as a function of the focusing intensity $\gamma$. Gray lines represent the corresponding equilibrium outcomes under no minimum utility.

Fig. 4.3: Minimum Utility to the Buyer: Period-2 Quality and Price
the smallest quality which is achievable via a renegotiation-proof agreement is equal to $q=1$, the players agree on this quality. When the focusing effect is not strong, the opposite is true and, in period 1, the buyer is less price sensitive than in the one-shot case. As a consequences, the players agree on $\{q, p\}$ that are larger than the one-step case.

Intuitively, when the focusing effect is strong, the buyer anticipates that he may accept prices above quality in the future, and this expectation makes him very price sensitive in period 1 . When instead the focusing effect is not very strong, the buyer knows that he won't accept prices above quality in period 2, and therefore is less price sensitive in period 1. Interestingly, when the behavioral distortion is sufficiently severe, the solution is identical to the case of a rational agent.

## Minimum utility to the buyer

Lemma 6. Suppose that, in period-1, the players can sign any renegotiation-proof agreement with $\underline{u}^{b} \geq 0, \underline{u}^{s}=0$. The solution to the bargaining problem is

$$
\begin{align*}
q^{*} & =\left(\frac{4}{3}\right)^{\frac{\gamma}{\gamma+1}}  \tag{4.16}\\
p^{*} & =\left(\frac{4}{3}\right)^{\frac{\gamma-1}{\gamma+1}} \tag{4.17}
\end{align*}
$$

By comparing the result of Lemma 5 and 6 , we see that the equilibrium price and quality are greater when the players bargain also over $\underline{u}^{b}$ compared to when the players bargain only over $\hat{p}$
and $\hat{q}$. This result is illustrated in Figure 4.3. Compared with Lemma 5, here if a very large utility level is promised to the buyer in period 1 , achieving this utility level in period 2 implies transacting at very high quality level and very low price. From period 1 point of view, the possibility of such a transaction makes the buyer particularly focused on the quality dimension rather than on the price dimension.

Interestingly, in period 1, the parties agree on $\underline{u}^{b}=0$ : on the equilibrium path there is no minimum-utility guaranteed to the buyer. However, because by manipulating $\underline{u}^{b}$ very high quality and very low prices can be achieved in period 2 , the fact that players could impose a minimum utility guarantee makes the buyer more quality sensitive, and willing to accept a greater $q^{\star}$ and $p^{\star}$. This leads to higher profit to seller compared to the solution in Lemma 5.

## Minimum utility for buyer and seller

Lemma 7. Suppose that, in period 1, the players can sign any renegotiation-proof agreement with $\underline{u}^{b} \geq 0, \underline{u}^{s} \geq 0$. There exist $a \bar{\gamma}$ such that

- for $\gamma>\bar{\gamma}$ the solution to the bargaining problem is

$$
\begin{align*}
q^{*} & =\left(\frac{4}{3}\right)^{\frac{\gamma}{\gamma+1}}  \tag{4.18}\\
p^{*} & =\left(\frac{4}{3}\right)^{\frac{\gamma-1}{\gamma+1}} \tag{4.19}
\end{align*}
$$

which is the same solution derived in Lemma 6.

- for $\gamma<\bar{\gamma}$ the solution to the bargaining problem is

$$
\begin{align*}
q^{*} & <\left(\frac{4}{3}\right)^{\frac{\gamma}{\gamma+1}}  \tag{4.20}\\
p^{*} & =\frac{3}{4}\left(q^{\star}\right)^{2} . \tag{4.21}
\end{align*}
$$

Imposing a minimum utility guarantee to the seller has two effects on period-2 prices. For given transaction quality, when the minimum utility guarantee to the seller is binding the final transaction price is increasing with $\underline{u}^{s}$. As a consequence, the possibility of imposing a minimum utility guarantee in period 1 makes the buyer more price sensitive, which tends to decrease the transaction price and transaction quality.

The previous lemma shows that for $\gamma$ large, the second effect dominates: increasing $\underline{u}^{s}$ above zero lowers the transaction price in period 2 , so that the highest period- 2 transaction price and quality are achieved at $\underline{u}^{s}=0$. As a consequence, when $\gamma$ is large, in period 1 , the buyer is as price sensitive in case $\underline{u}^{s} \geq 0$ as in case $\underline{u}^{s}=0$. Instead, when $\gamma$ is small, the second effect dominates:
by setting $\underline{u}^{s}$ positive, it is possible to achieve some large period-2 prices that are not achievable when $\underline{u}^{s}=0$ (period- 2 transaction quality is independent of $\underline{u}^{s}$ ), which implies that in period 1 , the buyer is particularly price sensitive when $\underline{u}^{s}>0$ is possible.

Overall, when the parties bargain over a minimum utility guarantee to the seller, seller's profits are weakly lower compared to the case in which only a minimum utility guarantee to the buyer is discussed. Hence, the seller is better off by bargaining over a minimum utility guarantee to the buyer but avoiding discussing over a minimum utility to the seller. Finally, we show in the proof that, also here, the minimum utilities are relevant off-equilibrium but, in equilibrium, the players will set $\underline{u}^{b}=\underline{u}^{s}=0$.

### 4.3 Which Negotiation Structure?

Also here, we can introduce a period-0 when the two players bargain over the negotiation structure to adopt. Assume that the two players can choose between:

- negotiating in one period, leading to a transaction quality $q_{1}^{\star}=1$.
- negotiating in two periods choosing any renegotiation-proof agreement with $\underline{u}^{s}=\underline{u}^{b}=0$ in period 1, leading to a transaction quality $q_{2}^{\star}=\max \left\{\left(\frac{2^{\frac{3 \gamma+4}{2(\gamma+1)}}}{3}\right)^{\gamma}, 1\right\}$,
- negotiating in two periods choosing any renegotiation-proof agreement with $\underline{u}^{s}=0$ and $\underline{u}^{b} \geq 0$ in period 1 , leading to a transaction quality $q_{3}^{\star}=\left(\frac{4}{3}\right)^{\frac{\gamma}{\gamma+1}}$.
- negotiating in two periods choosing any renegotiation-proof agreement, leading to a transaction quality $q_{4}^{\star} \leq q_{3}^{\star}$
with corresponding prices given by $p^{\star}=\frac{3}{4}\left(q^{\star}\right)^{2}$.
Again, we assume that in case of disagreement in period 0 the two parties will not transact, and that monetary payments are possible. The buyer's utility function is

$$
U^{b}(q, p, m)=h\left(q_{3}^{\star}\right) q-h\left(\frac{3}{4}\left(q_{3}^{\star}\right)^{2}\right) p+h(\bar{m}-\underline{m}) m,
$$

where we used the fact that the largest transaction quality and price are, respectively, $q_{3}^{\star}$ and $\frac{3}{4}\left(q_{3}^{\star}\right)^{2}$, which therefore determine the focus weights on price and quality.

The lower bound on $m$ is given by the largest transfer the seller is willing to make to the buyer, i.e.

$$
\begin{equation*}
-\underline{m}=\max _{q \in\left\{q_{1}^{\star}, q_{2}^{\star}, q_{3}^{\star}, q_{4}^{\star}\right\}}\left[\frac{3}{4} q^{2}-\frac{1}{2} q^{2}\right]=\frac{1}{4}\left(q_{3}^{\star}\right)^{2} \tag{4.22}
\end{equation*}
$$

and the upper bound on $m$ is given by the largest transfer the buyer is willing to make to the seller, i.e.

$$
\begin{equation*}
\bar{m}: h\left(\bar{m}+\frac{1}{4}\left(q_{3}^{\star}\right)^{2}\right) \bar{m}=\max _{q \in\left\{q_{1}^{\star}, q_{2}^{\star}, q_{3}^{\star}, q_{4}^{\star}\right\}}\left[h\left(q_{3}^{\star}\right) q-h\left(\frac{3}{4}\left(q_{3}^{\star}\right)^{2}\right)\left(\frac{3}{4} q^{2}\right)\right] . \tag{4.23}
\end{equation*}
$$

Following the same argument made in the previous example, the negotiation structure agreed upon by buyer and seller solves:

$$
\begin{equation*}
\max _{q \in\left\{q_{1}^{\star}, q_{2}^{\star}, q_{3}^{\star}, q_{4}^{\star}\right\}}\left(\frac{h\left(q_{3}^{\star}\right)}{h\left(\bar{m}+\frac{1}{4}\left(q_{3}^{\star}\right)^{2}\right)} q-\frac{h\left(\frac{3}{4}\left(q_{3}^{\star}\right)^{2}\right)}{h\left(\bar{m}+\frac{1}{4}\left(q_{3}^{\star}\right)^{2}\right)} \frac{3}{4} q^{2}+\frac{1}{4} q^{2}\right) \tag{4.24}
\end{equation*}
$$

Solving numerically the above problem reveals that for $\gamma$ sufficiently large buyer and seller choose to negotiate in two steps. The reason is that the seller's profits in the two step negotiations are increasing in $\gamma$ (see Figure 4.4). Hence, from period 0 point of view, as $\gamma$ increases the range of possible ex-ante payments $m$ expands, and with it its salience. Similarly to the previous example, as the salience of ex-ante payments increases, the parties becomes more likely to agree to negotiate in two steps while compensating the buyer with a transfer in period 0 .

### 4.4 Endogenous Hold up

We previously argued that introducing the focusing effect into a model of bargaining expands the set of possible pre-bargaining actions players may take. The same is true in this example as well, and we illustrate this fact by allowing the seller to enter the negotiation having already invested in quality.

Suppose that the players can only bargain in one step. However, the seller can decide to bargain having already set the quality and announced a maximum price, or to bargain over price and quality simultaneously. ${ }^{24}$ In this section, we show that the seller may prefer to be held up: by fixing the quality in advance and bargaining from a worse position, the seller is able to manipulate the buyer's focus weights and may earn higher profits.

Assume that, in period 2, quality $q$ has already been decided, and a maximum transaction price $\hat{p} \leq q$ has been established. By the Nash bargaining solution, the final transaction price is

$$
p^{\star}=\max \left\{\left(\frac{q}{\hat{p}}\right)^{\gamma} \frac{q}{2}, \hat{p}\right\}
$$

which, as a function of $q$, reaches its maximum at

$$
p^{\star}=\hat{p}=\frac{q}{2^{\frac{1}{1+\gamma}}}
$$

[^16]
$\pi_{i}(\gamma)$ : two-step bargaining (gray line), hold up (black line) and one-shot bargaining (dotted line) as a function of the focusing intensity $\gamma$.

Fig. 4.4: Profits as a Function of the Focusing Intensity

When choosing $q$ and $\hat{p}$ in period 1 , the seller solves

$$
\max _{q}\left\{\frac{q}{2^{\frac{1}{1+\gamma}}}-\frac{1}{2} q^{2}\right\},
$$

which is maximized at $q=2^{-\frac{1}{1+\gamma}}$, yielding profits equal to $\pi=2^{-\frac{3+\gamma}{1+\gamma}}$.
Given the solution to the one-step negotiation derived in Section 4.1, we can compute profits in case price and quality are jointly determined, which are equal to $1 / 4$. Simple algebra shows that whenever $\gamma>1$ the seller chooses to fix quality before bargaining.

Lemma 8. Whenever $\gamma>1$, the seller prefers to be held up rather than to negotiate in one period.
Proof. In the text.
Hence, when the focusing effect is particularly strong, the possibility of manipulating the buyer's focus weights outweighs the cost of being held up.

It is also possible to compare profits under hold up with profits when the players negotiate in two steps. Among the cases considered above, the seller achieves the maximum profits of $2^{\frac{2(\gamma-1)}{\gamma+1}} 3^{\frac{-2 \gamma}{\gamma+1}}$ when in period 1 the players can sign any renegotiation-proof agreement with $\underline{u}^{b} \geq 0, \underline{u}^{s}=0$. Simple algebra shows that, again, for $\gamma$ sufficiently large the seller prefers to be held up rather than bargaining in two steps. Negotiating in two steps allows the seller to manipulate the focus weight of the buyer, but only under a no-renegotiation constraint. By fixing the quality in advance instead the seller can manipulate the focus weights of the buyer without constraints. Depending on the strength of the focusing effect, the seller may prefer to be held up. Figure 4.4 illustrates how profits under different negotiation structures vary with the strength of the focusing effect.

## 5 General bargaining problem with context-dependent preferences

In this section, we consider a general bargaining problem with context-dependent preferences, in which both players' evaluations of a bargaining outcome depend on the consideration set of the bargaining problem. We show that, under some mild conditions, having context-dependent preferences is a sufficient condition for the use of incomplete agreements in equilibrium. Therefore, our main result is robust both to the use of models of context-dependent preferences different from Kôszegi and Szeidl (2013), and to the introduction of a focused seller. ${ }^{25}$ Because we leave preferences completely unspecified, we abstract away from any issue related to the existence and uniqueness of the bargaining solution within each bargaining round.

Assume that two players $b$ and $s$ bargain over an outcome $x \in C$, where $C$ is the bargaining set, i.e. the set of feasible bargaining outcomes. Both players have the same outside option normalized to zero, and have context-dependent preferences of the form $U^{b}(x, \hat{C}), U^{s}(x, \hat{C})$, where $\hat{C}$ is the players' consideration set given the bargaining set $C$, defined as

$$
\begin{equation*}
\hat{C}=\left\{x \in C \mid U^{b}(x, \hat{C}) \geq 0, U^{s}(x, \hat{C}) \geq 0\right\} \tag{5.1}
\end{equation*}
$$

We assume that the consideration set $\hat{C}$ always exists and that it is always unique for any bargaining set $C$. The solution to the bargaining problem over $C$ is therefore:

$$
x(C)=\operatorname{argmax}_{x \in C} U^{b}(x, \hat{C}) U^{s}(x, \hat{C})
$$

which we also assume to exist and to be unique. Finally, note that two bargaining sets $C$ and $C^{\prime}$ will give rise to the same consideration set $\hat{C}$ whenever $C$ and $C^{\prime}$ differ at most by some bargaining outcome which violates one of the players' rationality constraint (for preferences given by $\hat{C}$ ). It follows that two bargaining sets giving rise to the same consideration set will also deliver the same bargaining solution.

Suppose now that the two players are given the option to bargain in two steps: first, choose a set $S \in \mathbb{S}$ with $S \subseteq C$; then, choose a bargaining outcome. In case of disagreement during either period 1 or period 2, the outcome is no agreement. We assume that period-1 agreements are binding, so that the bargaining set in period 2 coincides with the set $S$ chosen in period 1. In addition, we assume that $C \in \mathbb{S}$, so that the players can always decide not to restrict their bargaining set and bargain over the entire $C$ in period 2. Call the set of anticipated bargaining outcomes $\mathbb{C}$, defined as:

$$
\mathbb{C} \equiv\{x(S) \mid S \in \mathbb{S}\}
$$

[^17]The set $\mathbb{C}$ represents the bargaining set in period 1 , which determines the period- 1 consideration set as defined by equation (5.1). Under two-step negotiation, we will refer to the period-1 consideration set as $\hat{\mathbb{C}}$. It follows that the period- 1 bargaining problem has a solution given by:

$$
x(\mathbb{C})=\operatorname{argmax}_{x \in \mathbb{C}} U^{b}(x, \hat{\mathbb{C}}) U^{s}(x, \hat{\mathbb{C}}) .
$$

The goal of this section is to establish under what conditions $x(\mathbb{C}) \neq x(C)$, so that in period 1 the two players choose to restrict their future bargaining set.

First, note that whenever $C=\mathbb{C}$ the bargaining set in period 1 is equal to the unconstrained bargaining set, and the period-1 problem is the same as the unconstrained problem. It follows that $C \neq \mathbb{C}$ is a necessary condition for $x(\mathbb{C}) \neq x(C)$, which holds whenever there are some bargaining outcomes in $C$ that cannot be achieved as a solution to the bargaining problem under any $S \in \mathbb{S} .{ }^{26}$ Second, whenever $\hat{\mathbb{C}}=\hat{C}$, again, the solutions to the one-step and two-step bargaining problem are the same. Hence, a necessary condition for $x(\mathbb{C}) \neq x(C)$ is that $C$ and $\mathbb{C}$ differ in some bargaining outcome delivering positive utility to both players. Third, the fact that $\hat{\mathbb{C}} \neq \hat{C}$ does not guarantee that the players' preferences will be different under the two consideration sets. This will depend on the specific form of context-dependent preferences.

Hence, we assume here that $\hat{\mathbb{C}} \neq \hat{C}$ and that the players' preferences under $\hat{\mathbb{C}}$ are different than under $\hat{C}$. In this case, if $\mathbb{C}$ itself is available in period 1 (i.e. $\mathbb{C} \in \mathbb{S}$ ) and is chosen, period-2 players' context (and preferences) will be identical to period-1 players' context (and preferences). Hence, by choosing $\mathbb{C}$ in period 1 , the period- 2 problem becomes identical to the period- 1 problem, and whatever bargaining outcome is chosen in period 2 also solves the period- 1 bargaining problem. By revealed preferences it follows that, in period 1 , if $\mathbb{C}$ is available, it will be chosen over all other available options (including the unconstrained bargaining set $C$ ). In such cases, an incomplete agreement will be used in equilibrium to shrink the bargaining set from $C$ to $\mathbb{C} .{ }^{27}$

Finally, note that, similarly to what was discussed in our second example, the set of incomplete agreements which can be signed in period $1, \mathbb{S}$, affects the players' preferences in period 1 , the choice of incomplete agreements and the final bargaining outcome. Hence, even if for some $\mathbb{S}$ the players will not want to progressively restrict their bargaining set, for some other $\mathbb{S}^{\prime}$ they may decide to do so.
${ }^{26}$ Going back to our first example, if buyer and seller can bargain over both a maximum and a minimum price in period 1 , then they can effectively choose the transaction price for period 2 . It follows that $C=\mathbb{C}$, and a twostep negotiation when players discuss in period 1 about a maximum and minimum price is equivalent to a one-step negotiation. However, the question remains as to whether such a bargaining structure will be chosen in period 0 , or instead the players will decide to discuss only about a maximum price.
${ }^{27}$ See page 11 in Section 2 for a similar argument applied to a choice problem.

## 6 Discussion

In this section, we present some robustness checks of our results. First we show that our results cannot be replicated in a bargaining game with rational agents, even considering different possible bargaining solutions. We then discuss the non-cooperative implementation of the bargaining game with focusing effect. Finally, we argue that, in general, the solution to the one-step negotiation may be different from the solution under rational preferences. Interpreting the rational benchmark as an efficient benchmark, this implies that, in some cases, the two-step negotiation may be more efficient than the one-step negotiation.

### 6.1 Rational players

Our main result is that, in equilibrium, players may choose to restrict their future bargaining possibilities via an incomplete agreement. Here we consider whether a similar result can be obtained with rational players under different bargaining solutions.

Consider a bargaining solution that satisfies independence of irrelevant alternatives. For given incomplete agreement $S$, in period 2 the bargaining solution solves:

$$
\max _{x \in S} f\left(U^{b}(x), U^{b}(x)\right)
$$

Because the players' preferences do not change across period, in period 1 the bargaining solution solves

$$
\max _{S \in \mathbb{S}}\left[\max _{x \in S} f\left(U^{b}(x), U^{b}(x)\right)\right],
$$

which is maximized for the largest possible $S$.
Lemma 9. Suppose both players are rational. Suppose, furthermore, that the players have the option to restrict their bargaining set by signing an incomplete agreement. For any bargaining solution satisfying independence of irrelevant alternatives, the players cannot do better than bargaining in one period.

Proof. In the text.
In case the bargaining solution does not satisfy the independence of irrelevant alternatives, for a given incomplete agreement $S$, the solution to the bargaining problem is:

$$
\max _{x \in S} f\left(U^{b}(x), U^{b}(x), S\right)
$$

which may depend on previous agreements through $S$. However if players are rational, bargaining over $S$ becomes equivalent to bargaining over the final bargaining outcome, and no player has an incentive to sign an incomplete agreement.

Lemma 10. Suppose both players are rational, have utility linear in money, and monetary payments are possible (i.e. the players can freely exchange cash unless a previous agreement restrict its use). In period 0, the players cannot do better than agreeing to bargain in one period.

Note that when the bargaining solution does not satisfy the independence of irrelevant alternatives, the bargaining strength of a player depends both on her outside option and on the shape of the bargaining set. The above lemma says that when both players have equal bargaining power in the sense that the bargaining frontier is linear, then incomplete agreements will not be used in equilibrium.

### 6.2 Non-cooperative bargaining game

In the body of the paper we solved each bargaining round using the Nash bargaining solution. This modeling choice allowed us to focus on the sequence of agreements rather than on how each agreement was reached. However, in this section we consider whether our results can be extended to a non-cooperative bargaining game.

Assume that the bargaining parties play Rubinstein (1982)'s game of alternating offers during each stage of the negotiation. Clearly, taking the player's preferences as given, the Rubinstein (1982) result applies: if the players are arbitrarily patient the only subgame-perfect equilibrium of the game is the Nash bargaining solution (i.e. equal split of surplus). Hence, the main question of interest is how to define the players' consideration set (and preferences) in the game of alternating offers.

In choice problems with context-dependent preferences, it is common to assume that the consideration set coincides with the choice set. Similarly, we think that also in a situation of strategic interaction, the players' consideration set should be defined as the set of outcomes which are possible but will not arise in equilibrium. ${ }^{28}$ In the game of alternating offers, this implies that the consideration set of a player is given by:

1. The set of Nash equilibria of the game, which in Rubinstein (1982) game of alternating offers coincides with the Pareto frontier of the bargaining set.
2. All allocations that are achievable from a Nash equilibrium via a unilateral deviation of this player.

Similarly to a decision problem, whenever an outcome is achievable via a unilateral decision of a player, this outcome should be in his/her consideration set. This implies that, for example, the disagreement outcome is always in the consideration set of both players. Similarly, each player can always propose a bargaining solution to her opposer that is (weakly) better for the opposer

[^18]compared to the equilibrium offer, and hence any such deviation should be in the consideration set. More interestingly, here we assume that the set of possible equilibria in the consideration set is the set of Nash equilibria of the game. Intuitively, among the set of possible equilibria only one is subgame perfect and will be played. However, the players know that they could coordinate on another equilibrium, and this awareness affects the players' preferences.

Finally, note that as long as the bargaining set is closed and convex, the set of bargaining outcomes that can be achieved starting from the Pareto frontier and making a unilateral concession to the other player coincides with the entire bargaining set. Hence, for both players the consideration set of the game of alternating offers coincides with the bargaining set, which is what we assumed in the body of the paper (Assumption 2). ${ }^{29}$ As a consequence, all our results are robust to a non-cooperative implementation of the bargaining game.

### 6.3 When the two-step negotiation is materially efficient.

In both our examples, the outcome of the one-step negotiation coincides with the outcome under a rational buyer. We chose to construct our examples in this way to maintain the number of possible cases to the minimum. However, our choice had one important consequence, namely that the two-step negotiation always moves the outcome away from the rational benchmark.

However, this fact is specific to the cases considered, and is not a general feature of a bargaining problem with the focusing effect. For example, consider a bargaining problem over an object with two quality dimensions $v_{1}$ and $v_{2}$. The utility function of the buyer is now:

$$
h\left(\bar{v}_{1}\right) v_{1}+h\left(\bar{v}_{2}\right) v_{2}-h(\bar{p}) p,
$$

where $v_{1}$ and $v_{2}$ can be interpreted as a basic good plus a possible add-on. ${ }^{30}$ Assuming that $v_{1}$ and $v_{2}$ are exogenously given, we can solve for the focus weights in case of a one-step negotiation, which are given by:

$$
h(\bar{p}) p=h\left(v_{1}\right) v_{1}+h\left(v_{2}\right) v_{2} .
$$

Therefore, compared to the rational case, in the one-step negotiation the buyer puts more weight on the price dimension than on the two quality dimensions. Similarly to what discussed earlier, switching to a two-step negotiation and imposing a maximum price in period 1 reduces the buyer's price sensitivity. In this case, however, the outcome of the two-step negotiation may be closer to the rational benchmark than the outcome of the one-step negotiation. Similarly, if $v_{1}$ and $v_{2}$ are endogenous, when bargaining in one step focusing will cause the players to agree on $v_{1}$ and $v_{2}$ which are smaller than what a rational player would achieve. A two-step negotiation instead pushes the outcome closer to the outcome with rational players.

[^19]
## 7 Conclusion

We provide a theory of incomplete agreements in the absence of uncertainty. Our key assumption is that the players' preferences are context dependent, in the sense that they depend on the set of possible bargaining outcomes. We use our theory to understand the way negotiations are structured.

When the player's preferences are context dependent, the presence of previous incomplete agreements which restrict the set of possible bargaining outcomes may affect the bargaining solution. More interestingly, when bargaining over an incomplete agreement, the type of incomplete agreements which can be signed determines the preferences of the players during that bargaining round. At this stage, a player with context dependent preferences values the possibility of aligning her present- and future-self preferences, so that the future self will decide according to the present self preferences. Achieving this alignment of preferences may require the players to sign an incomplete agreement restricting the future bargaining possibilities.

Similarly, players may manipulate the other players' preferences by entering a negotiation having already excluded some bargaining solutions. As an example, we consider the case of a seller bargaining with a buyer with preferences distorted by the focusing effect. We show that the seller may want to enter the negotiation over the price of a good having already announced a maximum transaction price. We also show that the seller may prefer to enter a negotiation having already invested in quality, rather than bargaining over quality and price simultaneously.

We assumed that time has no value, and therefore reaching a given agreement in one period is equivalent to reaching the same agreement in two periods. Introducing a cost of waiting would not affect our main results. If the cost of waiting is sufficiently small, the players may still prefer to negotiate in two steps. However, with a positive cost of waiting, the players prefer reaching the same bargaining outcome earlier than later. As a consequence, there is scope for introducing a mediator (an intermediary, an authority, or a platform), who can restrict the bargaining possibilities available to the agents in period 1. By restricting the bargaining set in an appropriate way, the mediator may induce the players to reach in one step the solution to the two-step negotiation without mediator. Understanding the incentives of a mediator, and her ability to restrict the bargaining possibility of the players, is left for future work.

Finally, incomplete agreements have been shown to be relevant in many contexts. We focus on negotiations because negotiations are often structured as a sequence of incomplete agreements, with no new information expected to arrive between bargaining rounds. Hence, this context is well suited to illustrate our main point: when preferences are distorted by the focusing effect, incomplete agreements may be used even in the absence of uncertainty. Introducing the focusing effect in other contexts where incomplete agreements are used (such as, for example, the allocation of ownership) is also left for future work.

## A Appendix: further robustness checks.

## A. 1 The consideration set

So far, we assumed that the consideration set is equivalent to the entire bargaining set. Other alternative assumptions are possible. For example, the consideration set could be equal to the Pareto frontier of the bargaining set. In this case, the lower bounds of the consideration set are the minimum possible transaction price and the minimum possible transaction quality. ${ }^{31}$ It follows that period-1 agreements imposing a lower bound on prices and quality may be used in order to manipulate the final bargaining outcome. In other words, under some alternative assumptions on the shape of the consideration set, the basic logic we derived goes through but the space of possible period- 1 agreements changes.

However, we think that the consideration set should be equal to the bargaining set. Consider a generic bargaining problem with reference-dependent preferences (such as the one discussed in Section 5), solved using a Generalized Nash Bargaining (GNB) solution:

$$
\max _{p, q}\left\{\left(\tilde{U}^{b}(p, q, \bar{p}, \bar{q})\right)^{\nu_{s}}\left(\tilde{U}^{s}(p, q, \bar{p}, \bar{q})\right)^{\nu_{b}}\right\},
$$

subject to the players' rationality constraint, where the weights $\nu_{b}$ and $\nu_{s}$ represent the player's ability to influence the bargaining process. The GNB solution is equivalent to the Nash bargaining solution whenever $\nu_{b}=\nu_{s}$. The GNB solution is obtained starting from the same axioms underlying the Nash bargaining solution, and weakening the symmetry axiom (see Roth, 1979).

At the limit case $\nu_{s}=0$, the bargaining problem is equivalent to a choice problem: choose the $p, q$ preferred by the buyer subject to the players rationality constraints. Hence, the players' rationality constraint define the choice set of the problem. As discussed in the introduction, in a choice problem the consideration set is equivalent to the choice set. Therefore, by consistency with the choice problem, when $\nu_{s}=0$ the consideration set should be equal to the bargaining set.

We make the following assumption
Assumption 7. The consideration set is independent on $\nu_{s}$ and $\nu_{b}$.
The above assumption implies that the buyer's preferences over each bargaining outcome do not depend on $\nu_{s}$ and $\nu_{b}$ (on the other hand, the solution to the bargaining problem will clearly depend on $\nu_{s}$ and $\nu_{b}$ ). If the consideration set is independent of $\nu_{s}$ and $\nu_{b}$, by consistency with the limit case $\nu_{s}=0$ the consideration set should be equivalent to the entire bargaining set for all $\nu_{s}$ and $\nu_{b}$, including for $\nu_{s}=\nu_{b}$.

[^20]Finally, note that a similar argument holds when we modify the bargaining problem by adding another seller. Due to Bertrand competition among sellers, the resulting bargaining problem is equivalent to a choice problem for the buyer. Again, if we assume that preferences over bargaining outcomes do not change with the number of buyers or sellers, then we should also assume that, for any number of buyers and sellers, the consideration set is always equivalent to the bargaining set.

## A. 2 One-step negotiation as outside option

Up to now, we assumed that when players disagree, the outcome is no trade. This assumption is relevant in case the players bargain in two steps, because it implies that the seller can commit herself not to trade with the buyer outside the agreed negotiation structure. This level of commitment is beneficial to the seller (in both examples, profits when negotiating in two steps are larger than when negotiating in one step), but it may be problematic in many contexts.

Here we consider the opposite assumption: the disagreement outcome of the two-step negotiation is the one-step negotiation. It is easy to see that, under this alternative assumption, in example 1 the two-step negotiation will never be employed. During the last round of negotiation, the buyer anticipates that, by disagreeing, he will be able to purchase the object at a lower price compared to the transaction price in case an agreement is reached. Independently on his price sensitivity, the buyer always prefers lower prices, and hence in the last period he will disagree and trigger a new round of negotiation.

In our second example, however, negotiations may occur in two steps also when the disagreement outcome is the one-step negotiation. In the one-step negotiation, the buyer is equally focused on price and quality, and behave as a rational buyer. However, at the various stages of a two-step negotiation, the buyer may be relative more quality sensitive or relative more price sensitive. In these cases, the buyer may prefer to reach a solution that is different from the one-step negotiation solution.

More formally, suppose that the buyer and seller bargain in two steps over $q$ and $p$. Assume that the negotiation already reached its final stage, and that the boundaries of the consideration set are $\bar{p}, \underline{p}, \bar{q}, \underline{q}$. Because the solution to the one-step negotiation is $q=1$ and $p=\frac{3}{4}$, a given bargaining outcome is in the consideration set if:

$$
\begin{gathered}
h(\bar{q}-\underline{q})(q-1)-h(\bar{p}-\underline{p})\left(p-\frac{3}{4}\right) \geq 0, \\
p-\frac{1}{2} q^{2} \geq \frac{1}{4} .
\end{gathered}
$$

In this bargaining round, surplus is positive (and the players will not disagree) if there exists a $q$
such that when $p=\frac{1}{4}+\frac{1}{2} q^{2}$, the buyer strictly prefers to transact, i.e.

$$
h(\bar{q}-\underline{q})(q-1)-h(\bar{p}-\underline{p}) \frac{\left(q^{2}-1\right)}{2}>0,
$$

or

$$
\frac{h(\bar{q}-\underline{q})}{h(\bar{p}-\underline{p})} \begin{cases}>\frac{q+1}{2} & \text { if } q>1  \tag{A.1}\\ <\frac{q+1}{2} & \text { if } q<1\end{cases}
$$

Therefore, as long as $\frac{h(\bar{q}-q)}{h(\bar{p}-\underline{p})} \neq 1$, it is always possible to find a $q \neq 1$ such that the two players strictly prefer to transact at $q$ rather than disagreeing. If $\frac{h(\bar{q}-q)}{h(\bar{p}-\bar{p})}>1$, the buyer would prefer to trade at a higher quality and price compared to the outside option. If instead $\frac{h(\bar{q}-\underline{q})}{h(\bar{p}-\underline{p})}<1$, then the buyer prefers to trade at a lower quality and price compared to the outside option. Hence, as long as the focus weights are not equal, the players strictly prefer to reach an agreement within the current negotiation round rather than going to a fresh round of negotiations. If instead $\frac{h(\bar{q}-\underline{q})}{h(\bar{p}-\underline{p})}=1$, the buyer strictly prefers the outside option to any $q \neq 1$, and is indifferent between the outside option and transacting if the transaction quality is $q=1$. The reason is that the buyer's preferences in the last period of negotiations are identical to her preferences in case of a one-period negotiation. Hence, the buyer is indifferent between reaching the same agreement at the end of the two-step negotiation, or by triggering a fresh round of negotiation. Overall, without loss of generality we can assume that the players will not disagree and conclude the negotiation at the end of period 2 .

## B Appendix: mathematical derivations.

Proof of Lemma 1. To conclude the proof of Lemma 1, we need to show that $v>\hat{p}^{\star}>c$ whenever $v>c$ and that $\hat{p}^{\star}$ is larger than the price agreed in the one-step negotiation case. It is easy to see that $\hat{p}^{\star}=v$ whenever $v=c$. Assume therefore that $v>c$. By simple algebra, $p(\hat{p}=v)$ in (3.1) is equal to $(v+c) / 2$, and therefore $p(\hat{p}=v)>c$. Moreover, since $p^{\prime}(\hat{p})<0$ for all $\hat{p} \in\left[\hat{p}^{\star}, v\right]$, it must be that $p(\hat{p}) \geq c$ for all $\hat{p} \in\left[\hat{p}^{\star}, v\right]$. Since $p\left(\hat{p}^{\star}\right)=\hat{p}^{\star}$, we conclude that $\hat{p}^{\star}>c$ whenever $v>c$. In addition, $\hat{p}^{\star}<v$ for $v>c$ follows directly from (3.2). Finally, as $p(\hat{p}=v)=(v+c) / 2$ is equal to the price in the one-shot bargaining case, and $p^{\prime}(\hat{p})<0$ for $\hat{p} \in\left[\hat{p}^{\star}, v\right]$, we conclude that $\hat{p}^{\star}>(v+c) / 2$.

Proof of Lemma 3. We want to show that whenever one of conditions (4.12) - (4.15) is violated, then $S$ is not renegotiation proof.

The fact that whenever (4.12) or (4.13) are violated $S$ cannot be renegotiation proof follows immediately from the fact that, for $S$ to be renegotiation proof, the Pareto frontier of $\mathbb{R}_{+}^{2}$ giving utility at least $\underline{u}^{b}$ to the buyer and $\underline{u}^{s}$ to the seller should be an element of $S$.

Suppose that $\{\hat{p}, \hat{q}\} \in S$ (i.e. the maximum price and quality are achieved at the same bargaining
outcome), then again it is easy to see that (4.14) and (4.15) should hold, because otherwise one of the rationality constraints will be violated.

Finally, suppose that $\{\hat{p}, \hat{q}\} \notin S$. Call the two "extreme" bundles $\left\{p^{\prime}, \hat{q}\right\} \in S$ and $\left\{\hat{p}, q^{\prime}\right\} \in S$ for $q^{\prime}<\hat{p}$ and $p^{\prime}<\hat{p}$. It is easy to see that, whenever (4.14) is violated, it must be the case that the buyer's rationality constraint is violated at $\left\{\hat{p}, q^{\prime}\right\}$. Similarly, whenever (4.15) is violated, it must be the case that the seller's rationality constraint is violated at $\left\{p^{\prime}, \hat{q}\right\}$.

Proof of Lemma 5. $\underline{u}^{s}=\underline{u}^{b}=0, \hat{p}, \hat{q}$ are renegotiation proof if

$$
\begin{gather*}
\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)} \geq \frac{\hat{p}}{\hat{q}},  \tag{B.1}\\
\frac{\hat{q}}{2} \leq \frac{\hat{p}}{\hat{q}},  \tag{B.2}\\
\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)} \leq \hat{q},  \tag{B.3}\\
\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)} \leq \sqrt{\hat{p}} . \tag{B.4}
\end{gather*}
$$

By Nash bargaining, for every $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}$ that satisfy conditions (B.1), (B.2), (B.3) and (B.4) the period-2 outcome is

$$
\begin{gathered}
q^{\star}=\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}, \\
p^{\star}=\frac{3}{4}\left(\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}\right)^{2},
\end{gathered}
$$

Hence, the set of possible bargaining outcomes achievable in period-2 depends on the set of $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}$ that satisfy conditions (B.1), (B.2), (B.3) and (B.4).

It is easy to see that the minimum $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}$ is reached when both conditions (B.1), (B.2) are binding, so that

$$
\min \left\{\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}\right\}=1
$$

Consider a given $\hat{q}^{\prime} \geq 1$. Condition (B.4) can be written as

$$
\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)^{\gamma} \sqrt{\hat{p}} \geq\left(\hat{q}^{\prime}\right)^{\gamma},
$$

which implies that $\hat{p}>1$. Hence, the smallest $\hat{p}$ that satisfies conditions (B.2), (B.3), and (B.4) is

$$
\underline{\hat{p}}\left(\hat{q}^{\prime}\right)=\max \left\{\frac{\left(q^{\prime}\right)^{2}}{2},\left(q^{\prime}\right)^{\frac{\gamma-1}{\gamma}},\left(q^{\prime}\right)^{\frac{2 \gamma}{2 \gamma+1}}\right\},
$$

so that

$$
\max \left\{\frac{h\left(\hat{q}^{\prime}\right)}{h(\hat{p})}\right\}=\frac{h\left(\hat{q}^{\prime}\right)}{h\left(\underline{\hat{p}}\left(\hat{q}^{\prime}\right)\right)}=\max \left\{\min \left\{\hat{q}^{\prime},\left(\hat{q}^{\prime}\right)^{\frac{\gamma}{2 \gamma+1}},\left(\frac{2}{\hat{q}^{\prime}}\right)^{\gamma}\right\}\right\} .
$$

Also, by varying $\hat{q}^{\prime}, \frac{h\left(\hat{q}^{\prime}\right)}{h\left(\underline{\hat{p}}\left(\hat{q}^{\prime}\right)\right)}$ reaches its maximum for

$$
\overline{\hat{q}^{\prime}}:\left(\hat{q}^{\prime}\right)^{\frac{\gamma}{2 \gamma+1}}=\left(\frac{2}{\hat{q}^{\prime}}\right)^{\gamma}
$$

or

$$
\overline{\bar{q}^{\prime}}=2^{\frac{2 \gamma+1}{2 \gamma+2}}
$$

which implies

$$
\max _{q^{\prime}}\left\{\frac{h\left(\hat{q}^{\prime}\right)}{h\left(\hat{\hat{p}}\left(\hat{q}^{\prime}\right)\right)}\right\}=\left(\frac{\hat{q}^{\prime}}{2}\right)^{\gamma}=2^{\frac{\gamma}{2 \gamma+2}} .
$$

It follows that the highest quality and the highest price achievable in period 2 by choosing a renegotiation-proof $\{\hat{p}, \hat{q}\}$ in period 1 are $2^{\frac{\gamma}{2 \gamma+2}}$ and $\left(\frac{3}{4}\right) 2^{\frac{\gamma}{\gamma+1}}$ respectively. As a consequence, the period-1 bargaining problem is:

$$
\max _{\alpha}\left\{\left(h\left(2^{\frac{\gamma}{2 \gamma+2}}\right) \alpha-h\left(\frac{3}{4} \cdot 2^{\frac{\gamma}{\gamma+1}}\right) \frac{3}{4} \alpha^{2}\right)\left(\frac{3}{4} \alpha^{2}-\frac{1}{2} \alpha^{2}\right) \text { s.t. } 1 \leq \alpha \leq 2^{\frac{\gamma}{2 \gamma+2}}\right\},
$$

Where $\alpha$ is the ratio of period-2 focus weights $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{\}}\right\}\right)}$. Note that, in period 1 , the quality dimension is more salient than the price dimension for small $\gamma$ and the opposite is true for large $\gamma$. The solution is

$$
\alpha^{\star}=\max \left\{h\left(2^{\frac{\gamma}{2 \gamma+2}}\right) / h\left(\frac{3}{4} \cdot 2^{\frac{\gamma}{\gamma+1}}\right), 1\right\},
$$

which corresponds to

$$
\begin{gathered}
q^{\star}=\max \left\{\left(\frac{2^{\frac{3 \gamma+4}{2(\gamma+1)}}}{3}\right)^{\gamma}, 1\right\}, \\
p^{\star}=\frac{3}{4}\left(q^{\star}\right)^{2} .
\end{gathered}
$$

Proof of Lemma 6. In this case, a renegotiation-proof agreement has to satisfy

$$
\begin{gather*}
\hat{p}+\frac{\underline{u}^{b}}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)} \geq\left(\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}\right)^{2},  \tag{B.5}\\
\hat{q} \geq \frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)},  \tag{B.6}\\
\hat{p}+\frac{\underline{u}^{b}}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)} \leq \frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)} \hat{q},  \tag{B.7}\\
\frac{2}{\hat{q}} \geq \frac{\hat{q}}{\hat{p}} \tag{B.8}
\end{gather*}
$$

It is easy to see that the smallest possible renegotiation-proof $\frac{h(\max \{\hat{\{ }, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}$ is determined by condition (B.7) for $\underline{u}^{b}=0$ and it is equal to 1 . Regarding the largest possible $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{,}, \frac{3}{4}\right\}\right)}$, we again fix $\hat{q}^{\prime} \geq 1$ and compute the largest $\frac{h\left(\hat{q}^{\prime}\right)}{h\left(\max \left\{\hat{p} \frac{3}{4}\right\}\right)}$ satisfying conditions (B.5), (B.6) and (B.8).

The smallest $\hat{p}$ satisfying conditions (B.5), (B.6) and (B.8) is given by:

$$
\underline{\hat{p}}\left(\hat{q}^{\prime}\right)=\max \left\{\tilde{p}\left(\hat{q}^{\prime}, \underline{u}^{b}\right),\left(\hat{q}^{\prime}\right)^{\frac{\gamma-1}{\gamma}}, \frac{\left(q^{\prime}\right)^{2}}{2}\right\},
$$

where $\tilde{p}\left(\hat{q}^{\prime}, \underline{u}^{b}\right)$ is implicitly defined using condition (B.5) as

$$
\begin{equation*}
\tilde{p}\left(\hat{q}^{\prime}, \underline{u}^{b}\right)^{2 \gamma+1}+\underline{u}^{b} \tilde{p}\left(\hat{q}^{\prime}, \underline{u}^{b}\right)^{\gamma}=\left(\hat{q}^{\prime}\right)^{2 \gamma} . \tag{B.9}
\end{equation*}
$$

Note that $\tilde{p}\left(\hat{q}^{\prime}, \underline{u}^{b}\right)$ is increasing in $\hat{q}$ and decreasing in $\underline{u}$. It follows that

$$
\max \left\{\frac{h\left(\max \left\{\hat{q}^{\prime}, 1\right\}\right)}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}\right\}=\frac{h\left(\hat{q}^{\prime}\right)}{h\left(\underline{\hat{p}}\left(\hat{q}^{\prime}\right)\right)}=\max \left\{\min \left\{\hat{q}^{\prime},\left(\frac{\hat{q}^{\prime}}{p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)}\right)^{\gamma},\left(\frac{2}{\hat{q}^{\prime}}\right)^{\gamma}\right\}\right\} .
$$

Define $\hat{q}\left(\underline{u}^{b}\right)$ as $\hat{q}^{\prime}:\left(\frac{\hat{q}^{\prime}}{p\left(\tilde{q}^{\prime}, \underline{u}^{b}\right)}\right)^{\gamma}=\left(\frac{2}{\hat{q}^{\prime}}\right)^{\gamma}$, which by using (B.9), can be expressed as

$$
\begin{equation*}
\hat{q}\left(\underline{u}^{b}\right)=\left(\left(1-\frac{\underline{u}^{b}}{2^{\gamma}}\right) 2^{2 \gamma+1}\right)^{\frac{1}{2 \gamma+2}} . \tag{B.10}
\end{equation*}
$$

Note the following:

- $\hat{q}\left(\underline{u}^{b}\right)$ is unique for every $\underline{u}^{b}$, which implies that $\left(\frac{2}{\hat{q}^{\prime}}\right)^{\gamma}$ and $\left(\frac{\hat{q}^{\prime}}{p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)}\right)^{\gamma}$ intercept only once.
- $\left(\frac{\hat{q}^{\prime}}{p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)}\right)^{\gamma}$ is strictly increasing in $\hat{q}^{\prime}$ for $\hat{q}^{\prime}>1$. By the implicit function theorem:

$$
\begin{equation*}
\frac{d p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)}{d \hat{q}^{\prime}}=\frac{2 \gamma \hat{q}^{\prime 2 \gamma-1}}{(2 \gamma+1) p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)^{2 \gamma}+\gamma \underline{u}^{b} p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)^{\gamma-1}} . \tag{B.11}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\frac{d \frac{\hat{q}^{\prime}}{p\left(\hat{q}^{\prime}, u^{b}\right)}}{d \hat{q}^{\prime}}=\frac{p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)-\frac{d p\left(\hat{q}^{\prime}, u^{b}\right)}{\tilde{q}^{\prime}} \hat{q}^{\prime}}{p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)^{2}}=\frac{p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)-\frac{2 \hat{\hat{q}^{\prime}}{ }^{2 \gamma}}{(2 \gamma+1) p\left(\hat{q}^{\prime}, u^{b}\right)^{2 \gamma}+\gamma \underline{u}^{b} p\left(\hat{q}^{\prime}, u^{b}\right) \gamma-1}}{p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)^{2}} . \tag{B.12}
\end{equation*}
$$

The above expression is positive at $\underline{u}^{b}=0$ (and therefore it is positive for every $\underline{u}^{b}$ ) whenever

$$
\tilde{p}\left(\hat{q}^{\prime}, \underline{u}^{b}\right)^{2 \gamma+1}>\frac{2 \gamma}{2 \gamma+1}\left(\hat{q}^{\prime}\right)^{2 \gamma},
$$

which is true by (B.9).

- $\left(\frac{\hat{q}^{\prime}}{p\left(\tilde{q}^{\prime}, \underline{u}^{b}\right)}\right)^{\gamma}<\hat{q}^{\prime}$ at $\hat{q}^{\prime}=\hat{q}\left(\underline{u}^{b}\right)$ for every $\underline{u}^{b} \leq 2^{\gamma-1}$. But, as we show later, $\underline{u}^{b}>2^{\gamma-1}$ implies negative utility for the seller, so that we can ignore this case

Taken together, the three facts above imply that the focusing ratio achieves its maximum at $\hat{q}\left(\underline{u}^{b}\right)$, so that

$$
\begin{equation*}
\max _{\hat{q}^{\prime}}\left\{\frac{h\left(\hat{q}^{\prime}\right)}{h\left(\underline{\hat{p}}\left(\hat{q}^{\prime}\right)\right)}\right\}=\frac{h\left(\hat{\hat{q}}\left(\underline{u}^{b}\right)\right)}{h\left(\hat{p}\left(\underline{u}^{b}\right)\right)}=\left(\frac{2}{\hat{q}\left(\underline{u}^{b}\right)}\right)^{\gamma}, \tag{B.13}
\end{equation*}
$$

where using (B.9) and (B.10) we can define

$$
\begin{equation*}
\hat{p}\left(\underline{u}^{b}\right) \equiv \frac{\hat{q}\left(\underline{u}^{b}\right)^{2}}{2} . \tag{B.14}
\end{equation*}
$$

Finally, note that $\max _{\hat{q}^{\prime}}\left\{\frac{h\left(\hat{q}^{\prime}\right)}{h\left(\underline{\hat{p}}\left(\hat{q}^{\prime}\right)\right)}\right\}$ is strictly increasing in $\underline{u}^{b}$.
We now consider the set of possible period-2 outcomes achievable in period-2 by mean of a renegotiation proof $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{,}, \frac{3}{4}\right\}\right\}}$. In particular, we want to determine the highest price and the highest quality achievable in period 2 , as these quantities will determine preferences in period- 1 . Note that, in period-2, the minimum utility $\underline{u}^{b}$ affects the bargaining solution in two ways. On the one hand it affects the highest focusing ratio $\max _{\hat{q}^{\prime}}\left\{\frac{h\left(\hat{q}^{\prime}\right)}{\left.h\left(\underline{\underline{q}} \tilde{q}^{\prime}\right)\right)}\right\}$ achievable. On the other hand, it imposes a constraint on the period-2 bargaining problem.

It is quite straightforward to see that the highest quantity and price achievable in period 2 are achieved if the minimum utility constraint is binding. Let's first consider the case in which the constrained solution coincides with the unconstrained solution:

$$
\begin{equation*}
q^{\star}\left(\underline{u}^{b}\right)=\frac{h\left(\max \left\{\hat{q}\left(\underline{u}^{b}\right), 1\right\}\right)}{h\left(\max \left\{\hat{p}\left(\underline{u}^{b}\right), \frac{3}{4}\right\}\right)}=\left(\frac{2}{\hat{q}\left(\underline{u}^{b}\right)}\right)^{\gamma}, \tag{B.15}
\end{equation*}
$$

$$
\begin{equation*}
p^{\star}\left(\underline{u}^{b}\right)=\frac{3}{4}\left(q^{\star}\left(\underline{u}^{b}\right)\right)^{2} . \tag{B.16}
\end{equation*}
$$

The corresponding minimum-utility constraint equals

$$
\begin{equation*}
U^{b}\left(q^{\star}\left(\underline{u}^{b}\right), p^{\star}\left(\underline{u}^{b}\right), \underline{u}^{b}\right)=\frac{1}{4} \frac{h\left(\max \left\{\hat{q}\left(\underline{u}^{b}\right), 1\right\}\right)^{2}}{h\left(\max \left\{\hat{p}\left(\underline{u}^{b}\right), \frac{3}{4}\right\}\right)}=\underline{u}^{b} . \tag{B.17}
\end{equation*}
$$

Note that LHS of condition (B.17) simplifies to

$$
\frac{1}{4} \frac{\hat{q}\left(u^{b}\right)^{2 \gamma}}{\frac{\hat{q}\left(u^{b}\right)^{2 \gamma}}{2^{\gamma}}}=\frac{2^{\gamma}}{4}=2^{\gamma-2} .
$$

Thus, the minimum-utility constraint is binding for $\underline{u}^{b} \geq \underline{u}^{b \star} \equiv 2^{\gamma-2}$.
For $\underline{u}^{b}>\underline{u}^{b \star} \equiv 2^{\gamma-2}$, the final outcome of the constrained Nash bargaining problem in period 2 equals

$$
\begin{gather*}
q^{\star \star}\left(\underline{u}^{b}\right)=\left(\frac{h\left(\max \left\{\hat{q}\left(\underline{u}^{b}\right), \frac{3}{4}\right\}\right)}{h\left(\max \left\{\hat{p}\left(\underline{u}^{b}\right), 1\right\}\right)}\right)=\left(\frac{2}{\hat{q}\left(\underline{u}^{b}\right)}\right)^{\gamma},  \tag{B.18}\\
p^{\star \star}\left(\underline{u}^{b}\right)=\left(q^{\star \star}\left(\underline{u}^{b}\right)\right)^{2}-\left(\frac{\underline{u}^{b}}{h\left(\max \left\{\hat{p}\left(\underline{u}^{b}\right), \frac{3}{4}\right\}\right)}\right)=\left(q^{\star \star}\left(\underline{u}^{b}\right)\right)^{-2} 2^{\gamma}, \tag{B.19}
\end{gather*}
$$

where the last equality follows from equations (B.10) and (B.14). Therefore $q^{\star \star}\left(\underline{u}^{b}\right)$ is increasing in $\underline{u}^{b}$ while $p^{\star \star}\left(\underline{u}^{b}\right)$ is decreasing in $\underline{u}^{b}$. Call

$$
U^{s}\left(\underline{u}^{b}\right)=p^{\star \star}\left(\underline{u}^{b}\right)-\frac{1}{2} q^{\star \star}\left(\underline{u}^{b}\right)^{2}
$$

the utility of the seller as a function of the minimum utility for the buyer for $\underline{u}^{b} \geq \underline{u}^{b \star}$. The maximum level of $\underline{u}^{b}$ such that the seller will want to trade is $\underline{u}^{b \star \star} \equiv 2^{\gamma-1}$. It follows that highest period-2 quantity and price are equal to

$$
\begin{aligned}
q^{\star \star}\left(\underline{u}^{b \star \star}\right) & =\max \left\{\frac{h\left(\max \left\{\hat{q}\left(\underline{u}^{b \star \star}\right), 1\right\}\right)}{h\left(\max \left\{\hat{p}\left(\underline{u}^{b \star \star}\right), \frac{3}{4}\right\}\right)}\right\}=\left(\frac{2}{\hat{q}\left(\underline{u}^{b \star \star}\right)}\right)^{\gamma}=2^{\frac{\gamma}{\gamma+1}}, \\
p^{\star}\left(\underline{u}^{b \star}\right) & =3 / 4\left(\max \left\{\frac{h\left(\max \left\{\hat{q}\left(\underline{u}^{b \star}\right), 1\right\}\right)}{h\left(\max \left\{\hat{p}\left(\underline{u}^{b \star}\right), \frac{3}{4}\right\}\right)}\right\}\right)^{2}=3^{\frac{1}{\gamma+1}} 2^{\frac{\gamma-2}{\gamma+1}} .
\end{aligned}
$$

Having established this, the value function of the period-1 bargaining problem is:

$$
V(\alpha) \equiv\left\{\left(h\left(2^{\frac{\gamma}{\gamma+1}}\right) \alpha-h\left(3^{\frac{1}{\gamma+1}} 2^{\frac{\gamma-2}{\gamma+1}}\right) \beta(\alpha)\right)\left(\beta(\alpha)-\frac{1}{2} \alpha^{2}\right) \text { s.t. } 1 \leq \alpha \leq 2^{\frac{\gamma}{\gamma+1}}\right\}
$$

for

$$
\beta(\alpha)= \begin{cases}\frac{3}{4} \alpha^{2} & \text { if } 1 \leq \alpha \leq 3^{-\frac{\gamma}{2 \gamma+2}} 2^{\frac{3 \gamma}{2 \gamma+2}} \\ \frac{2 \gamma}{\alpha^{2}} & \text { if } 3^{-\frac{\gamma}{2 \gamma+2}} 2^{\frac{3 \gamma}{2 \gamma+2}} \leq \alpha \leq 2^{\frac{\gamma}{\gamma+1}} .\end{cases}
$$

In other words, in period-1 the players agree on a period-2 focusing ratio $\alpha$ which will determine period- 2 transaction price and quality. Note that if $\alpha$ is high enough, the period- 1 minimum utility will be binding, which will affect the final price.

It is easy to see that $V(\alpha)$ is always below

$$
\tilde{V}(\alpha, \beta) \equiv\left\{\left(h\left(2^{\frac{\gamma}{\gamma+1}}\right) \alpha-h\left(3^{\frac{1}{\gamma+1}} 2^{\frac{\gamma-2}{\gamma+1}}\right) \beta\right)\left(\beta-\frac{1}{2} \alpha^{2}\right) \text { s.t. } 1 \leq \alpha \leq 2^{\frac{\gamma}{\gamma+1}}\right\}
$$

where $\beta$ can be any positive number. In practice, $\tilde{V}(\alpha, \beta)$ is equivalent to choosing a quality $\alpha$ and a price $\beta$, without worrying about whether this price and quality will be implementable in period 2 via a renegotiation-proof period-1 agreement. Maximizing $\tilde{V}(\alpha, \beta)$ with respect to $\alpha$ and $\beta$, the solution is

$$
\begin{aligned}
& \alpha^{\star}=\left(\frac{4}{3}\right)^{\frac{\gamma}{\gamma+1}}, \\
& \beta^{\star}=\frac{3}{4}\left(\alpha^{\star}\right)^{2},
\end{aligned}
$$

which is always no lower than 1 and smaller than $3^{-\frac{\gamma}{2 \gamma+2}} 2^{\frac{3 \gamma}{2 \gamma+2}}$, and therefore also maximizes $V(\alpha)$. The period- 1 solution is

$$
\begin{align*}
& q^{*}=\left(\frac{4}{3}\right)^{\frac{\gamma}{\gamma+1}}  \tag{B.20}\\
& p^{*}=\left(\frac{4}{3}\right)^{\frac{\gamma-1}{\gamma+1}} \tag{B.21}
\end{align*}
$$

Interestingly, this result can be achieved by setting $\underline{u}^{b}=0$ in period 1 . To see this, note that highest focusing ratio that can be achieved in period 2 when $\underline{u}^{b}=0$ is $2^{\frac{\gamma}{2 \gamma+2}}$, which also corresponds to the highest possible quality achievable on period 1 by setting $\underline{u}^{b}=0$. This quality is below the equilibrium quality. Therefore, when bargaining in period 1 buyer and seller will agree on $\underline{u}^{b}=0$.

Proof of Lemma 7. Transaction quality in period 2 only depends on $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}$, and is given by

$$
q^{\star}=\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}=\left(\frac{\max \{\hat{q}, 1\}}{\max \left\{\hat{p}, \frac{3}{4}\right\}}\right)^{\gamma} .
$$

We show that the set of $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}$ that is achievable whenever $\underline{u}^{s} \geq 0$ is the same set of $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{\jmath}, \frac{3}{4}\right\}\right)}$ that is achievable whenever $\underline{u}^{s}=0$. Note that $\underline{u}^{s}$ matters only for constraint (4.15), which can be rewritten as:

$$
\frac{1}{2}\left(\frac{\hat{q}}{\hat{p}}\right)^{2} \leq \frac{1}{\hat{p}}\left(1-\frac{u^{s}}{\hat{p}}\right)
$$

Suppose that, for some $\underline{u}^{s}>0$, at $\max \left\{\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}\right\}$ the above constraint is binding. By lowering $\underline{u}^{s}$ and increasing $\hat{q}$, it is always possible to achieve an even higher $\frac{h(\max \{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}$. Hence, whatever $\max \left\{\frac{h(\max \{\{\hat{q}, 1\})}{h\left(\max \left\{\hat{p}, \frac{3}{4}\right\}\right)}\right\}$ can be achieved by allowing $\underline{u}^{s}$ to be greater or equal to zero can also be achieved by fixing $\underline{u}^{s}=0$. Compared with the case analyzed in the previous lemma, allowing for $\underline{u}^{s} \geq 0$ does not change the set of possible period-2 transaction quality levels.

Nonetheless, a minimum utility guaranteed to the seller may affect the final transaction price if it is binding in period 2. For given preferences, whenever the minimum utility guaranteed to the seller is binding the period- 2 transaction price equals

$$
p^{\star}=\underline{u}^{s}+\frac{1}{2}\left(\frac{\max \{\hat{q}, 1\}}{\max \left\{\hat{p}, \frac{3}{4}\right\}}\right)^{2 \gamma},
$$

where $\underline{u}^{s}$ binding implies (using the structure in (B.15) and (B.16))

$$
\underline{u}^{s} \geq \frac{1}{4}\left(\frac{\max \{\hat{q}, 1\}}{\max \left\{\hat{p}, \frac{3}{4}\right\}}\right)^{2 \gamma}
$$

It follows that there is a potential trade-off. A higher minimum utility guarantee to the seller increases final price because it shifts bargaining power to the seller. At the same time, a minimum utility guarantee to the seller affects the buyer's preferences and may make the buyer more price sensitive.

Following steps that are similar to the ones used in the previous lemma, we can derive $\left(\frac{\hat{q}\left(u^{b}, u^{s}\right)}{\hat{p}\left(u^{b}, u^{s}\right)}\right)^{\gamma}$, i.e. the highest renegotiation-proof focusing ratio for given $\underline{u}^{b}, \underline{u}^{s}$. Consider a given $\hat{q}^{\prime} \geq 1$. The smallest renegotiation-proof $\hat{p}$ is given by:

$$
\underline{\hat{p}}\left(\hat{q}^{\prime}\right)=\max \left\{\tilde{p}\left(\hat{q}^{\prime}, \underline{u}^{b}\right),\left(\hat{q}^{\prime}\right)^{\frac{\gamma-1}{\gamma}}, \frac{\left(q^{\prime}\right)^{2}}{2}+\underline{u}^{s}\right\},
$$

where $\tilde{p}\left(\hat{q}^{\prime}, \underline{u}^{b}\right)$ is, again, implicitly defined by (B.9). It follows that, for given $\hat{q}^{\prime}$

$$
\max \left\{\frac{h\left(\hat{q}^{\prime}\right)}{h(\hat{p})}\right\}=\frac{h\left(\hat{q}^{\prime}\right)}{h\left(\underline{\hat{p}}\left(\hat{q}^{\prime}\right)\right)}=\max \left\{\min \left\{\hat{q}^{\prime},\left(\frac{\hat{q}^{\prime}}{p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)}\right)^{\gamma},\left(\frac{\hat{q}^{\prime}}{2}+\frac{\underline{u}^{s}}{\hat{q}^{\prime}}\right)^{-\gamma}\right\}\right\} .
$$

The same argument discussed in the proof of the previous lemma (see the three bullet points)
guarantees that the above expression reaches its maximum at

$$
\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right):\left(\frac{\hat{q}^{\prime}}{p\left(\hat{q}^{\prime}, \underline{u}^{b}\right)}\right)^{\gamma}=\left(\frac{\hat{q}^{\prime}}{2}+\frac{\underline{u}^{s}}{\hat{q}^{\prime}}\right)^{-\gamma}
$$

so that

$$
\max _{\hat{q}^{\prime}}\left\{\frac{h\left(\hat{q}^{\prime}\right)}{h\left(\hat{p}\left(\hat{q}^{\prime}\right)\right)}\right\}=\frac{\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)^{\gamma}}{\hat{p}\left(\underline{u}^{b}, \underline{u}^{s}\right)^{\gamma}}=\left(\frac{\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)}{2}+\frac{\underline{u}^{s}}{\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)}\right)^{-\gamma}
$$

Note that, using (B.9), $\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)$ can be implicitly defined as

$$
\begin{equation*}
\left(\frac{\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)^{2}}{2}+\underline{u}^{s}\right)^{2 \gamma+1}+\underline{u}^{b}\left(\frac{\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)^{2}}{2}+\underline{u}^{s}\right)^{\gamma}=\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)^{2 \gamma} \tag{B.22}
\end{equation*}
$$

By implicit differentiation, we can show that:

$$
\frac{\partial\left[\left(\frac{\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)}{2}+\frac{\underline{u}^{s}}{\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)}\right)^{-\gamma}\right]}{\partial \underline{u}^{b}}=-\gamma\left(\frac{\hat{q}}{2}+\frac{\underline{u}^{s}}{\hat{q}}\right)^{-\gamma-1}\left(\left[\frac{1}{2}-\frac{\underline{u}^{s}}{\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)^{2}}\right] \frac{d \hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)}{d \underline{u}^{b}}\right)
$$

which is positive if $\underline{u}^{s}<\frac{\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)^{2}}{2}$, and negative otherwise.
Given this, there are two cases

1. if $\underline{u}^{s}>\frac{\hat{q}\left(\underline{u}^{b}=0, \underline{u}^{s}\right)^{2}}{2} \equiv \frac{\hat{q}\left(\underline{u}^{s}\right)^{2}}{2}$, then the highest renegotiation-proof focusing ratio for given $\underline{u}^{s}$ binding is reached at $\underline{u}^{b}=0$, and is equal to

$$
\left(\frac{\hat{q}\left(\underline{u}^{s}\right)}{\hat{p}\left(\underline{u}^{s}\right)}\right)^{\gamma}=\hat{q}\left(\underline{u}^{s}\right)^{\frac{\gamma}{2 \gamma+1}}
$$

where, using equation (B.22), $\hat{q}\left(\underline{u}^{s}\right)$ is implicitly defined as

$$
\left(\frac{\hat{q}\left(\underline{u}^{s}\right)}{2}+\frac{\underline{u}^{s}}{\hat{q}\left(\underline{u}^{s}\right)}\right)^{2 \gamma+1} \cdot \hat{q}\left(\underline{u}^{s}\right)=1 .
$$

Using the fact that $\underline{u}^{s}>\frac{\hat{q}\left(u^{s}\right)^{2}}{2}$, the above expression implies

$$
\hat{q}\left(\underline{u}^{s}\right)<1
$$

which is not possible, as $\hat{q}\left(\underline{u}^{s}\right)$ is that $\hat{q}^{\prime} \geq 1$ at which the focusing ratio reaches its maximum as a function of $\underline{u}^{s}$.
2. if $\underline{u}^{s}<\frac{\hat{q}\left(\underline{u}^{b}, \underline{u}^{s}\right)^{2}}{2}$, then the highest renegotiation-proof focus weight for given $\underline{u}^{s}$ binding is
reached at $\underline{u}^{b}$ that is also binding:

$$
\begin{equation*}
\underline{u}^{b}=\frac{\hat{q}\left(\underline{u}^{s}\right)^{2 \gamma}}{\hat{p}\left(\underline{u}^{s}\right)^{\gamma}}-\hat{p}\left(\underline{u}^{s}\right)^{\gamma}\left(\underline{u}^{s}+\frac{1}{2}\left(\frac{\hat{q}\left(\underline{u}^{s}\right)}{\hat{p}\left(\underline{u}^{s}\right)}\right)^{2 \gamma}\right) . \tag{B.23}
\end{equation*}
$$

Condition (B.23), together with the fact that $\underline{u}^{s}$ and $\underline{u}^{b}$ are binding (i.e. conditions (4.14) and (4.15) are binding), implies that conditions (4.12) and (4.13) are also binding: that is, the highest possible transaction quality is the actual quality exchanged, and the highest possible transaction price is the actual price exchanged so that: ${ }^{32}$

$$
\begin{gather*}
\hat{q}\left(\underline{u}^{s}\right)=\left(\frac{\hat{q}\left(\underline{u}^{s}\right)}{\hat{p}\left(\underline{u}^{s}\right)}\right)^{\gamma},  \tag{B.26}\\
\hat{p}\left(\underline{u}^{s}\right)=\underline{u}^{s}+\frac{1}{2}\left(\frac{\hat{q}\left(\underline{u}^{s}\right)}{\hat{p}\left(\underline{u}^{s}\right)}\right)^{2 \gamma} . \tag{B.27}
\end{gather*}
$$

Dividing the LHS of equation (B.26) with the LHS of equation (B.27), and the RHS of equation (B.26) with the RHS of equation (B.27) leads to:

$$
\left(\frac{\hat{q}\left(\underline{u}^{s}\right)}{\hat{p}\left(\underline{u}^{s}\right)}\right)^{\gamma-1}=\underline{u}^{s}+\frac{1}{2}\left(\frac{\hat{q}\left(\underline{u}^{s}\right)}{\hat{p}\left(\underline{u}^{s}\right)}\right)^{2 \gamma} .
$$

Finally, we derive the maximum transaction price by solving for

$$
\begin{array}{r}
\max _{\underline{u}^{s}}\left\{\underline{u}^{s}+\frac{1}{2}\left(\frac{\hat{q}\left(\underline{u}^{s}\right)}{\hat{p}\left(\underline{u}^{s}\right)}\right)^{2 \gamma}\right\} \\
\text { s.t. } \frac{1}{4}\left(\frac{\hat{q}\left(\underline{u}^{s}\right)}{\hat{p}\left(\underline{u}^{s}\right)}\right)^{2 \gamma} \leq \underline{u}^{s} \leq \frac{1}{2}\left(\frac{\hat{q}\left(\underline{u}^{s}\right)}{\hat{p}\left(\underline{u}^{s}\right)}\right)^{2 \gamma} \tag{B.29}
\end{array}
$$

Where the constraint requires that $\underline{u}^{s}$ is binding, and that $\underline{u}^{s}$ is such that the buyer enjoys nonnegative utility. We preform this last step numerically, and we compare the solution to the maximum price achievable when $\underline{u}^{s}=0$ (see the previous lemma). The results of the computation are reported in Figure B.1. Note that, for low $\gamma$ the maximum price is achieved for $\underline{u}^{s}>0$, while for high $\gamma$ the maximum price is achieved for $\underline{u}^{s}=0$.

When $\gamma$ is large, the maximum price that can be achieved in period 2 by setting $\underline{u}^{s}>0$ is below

[^21]
$p^{*}(\gamma)$ : maximum transaction price for $\underline{u}^{s}>0$ (black line) and for $\underline{u}^{s}=0$ (gray line) as a function of the focusing intensity $\gamma$.

Fig. B.1: Maximum Transaction Price
the maximum price that can be achieved in period 2 by setting $\underline{u}^{s}=0$ (which is the maximum period-2 price derived in the Lemma 6). We argued earlier that the maximum quality achievable in period 2 is achieved at $\underline{u}^{s}=0$. Hence, for $\gamma$ large the period -1 focus weights on price and quality are equal to the period- 1 focus weight on price and quality derived in the previous lemma, and hence the final negotiation outcome is the same as in Lemma 6.

If instead $\gamma$ is low, the maximum price that can be achieved in period 2 by setting $\underline{u}^{s}>0$ is above the maximum price that can be achieved in period 2 by setting $\underline{u}^{s}=0$. Compared to the solution in Lemma 6, in period 1 the focus weight on quality is unchanged, but the focus weight on price is higher. Hence, in period 1 the agent is relative more price sensitive here compared to the case considered in Lemma 6, leading to lower transaction price and quality.

Finally, we showed in Lemma 6 that, in equilibrium, $\underline{u}^{b}=0$ : the possibility of setting a minimum utility to the buyer affects the buyer's focus weights but is not used in equilibrium. The reason is that all period-2 $\frac{h(\hat{q})}{h(\hat{p})}$ lower than some threshold can be achieved with $\underline{u}^{b}=0$, while higher $\frac{h(\hat{q})}{h(\hat{p})}$ require to set $\underline{u}^{b}>0$. The equilibrium price and quality derived in Lemma 6 can be implemented by choosing in period 1 a period- $2 \frac{h(\hat{q})}{h(\hat{p})}$ achievable with $\underline{u}^{b}=0$. The same thing happens here: in equilibrium $\underline{u}^{b}=\underline{u}^{s}=0$. This result is immediate when $\gamma$ is large, because the solution to this case is the same as in Lemma 6. When $\gamma$ is low, however, the final price and quality here are below the final price and quality derived in Lemma 6. Hence, the period- $2 \frac{h(\hat{q})}{h(\hat{p})}$ that implements the equilibrium price and quality here is below the period-2 $\frac{h(\hat{q})}{h(\hat{p})}$ that implements the equilibrium price and quality derived in Lemma 6. Hence, also the period- $2 \frac{h(\hat{q})}{h(\hat{p})}$ that implements the equilibrium price and quality here can be achieved by setting $\underline{u}^{b}=\underline{u}^{s}=0$ in period 1 .

Proof of Lemma 10. Because in period 0 no previous agreement is in place, the players can freely exchange money and the Pareto frontier is a straight line. Similarly, if the players decide to bargain in one period, then in period 1 the players can freely exchange money and, again, the Pareto frontier is a straight line.

Hence, both the players' preference, and the shape of the bargaining set are identical in period 0 and in period 1 when the negotiation is in one step. It follows that whatever bargaining outcome solves the one-step negotiation problem, also solves the period-0 negotiation problem.
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[^1]:    ${ }^{1}$ See http://www.wto.org/english/tratop_e/dda_e/work_organi_e.htm (accessed on the 22nd of October 2014).
    ${ }^{2}$ For example, in his textbook "the art and science of negotiations", pages 207 to 209, Raiffa (1982) recommends that the bargaining parties start the negotiation by agreeing on the structure of the negotiation (which he calls the platform of the negotiation). He argues that the bargaining parties may try to strategically manipulate the structure of the negotiation to improve their final bargaining outcome.
    ${ }^{3}$ See http://www.bbc.com/news/world-latin-america-19875363 (accessed on 22nd of October 2014).
    ${ }^{4}$ See http://www.elespectador.com/noticias/paz/negociando-farc-cuba-articulo-394489 (accessed on 22nd of October 2014 - in Spanish).

[^2]:    ${ }^{5}$ Schkade and Kahneman (1998) show that, when asked about comparing life in California and in the Midwest, most people report California as the best place to live and cite the weather - i.e. the dimension in which the two choices differ the most - as the main reason. Despite this, actual measures of life satisfactions in the two regions are similar. Similarly, Kahneman, Krueger, Schkade, Schwarz, and Stone (2006) show that people place too much weight on differences in monetary compensation when asked to compare job offers, which is the dimension in which these offers differ the most.
    ${ }^{6}$ Therefore, jointly ignoring a previous incomplete agreement amounts to renegotiating the negotiation structure.

[^3]:    ${ }^{7}$ In equilibrium, the maximum price announced by the seller is also the transaction price, which is higher compared to the case of no announcement. Hence, in equilibrium the announcement seems to provide an anchor for the price. However, in general, anchoring and the focusing effect are different behavioral biases, with the latter being more relevant for multi-dimensional problems as often considered in bargaining games.

[^4]:    ${ }^{8}$ Also here, we also derive the structure of the negotiation endogenously, by allowing the players to bargain over the set of incomplete agreements over which they will bargain.

[^5]:    ${ }^{9}$ For a similar argument, but based on the agent's loss aversion, see Herweg and Schmidt (2014) and Herweg, Karle, and Müller (2014).
    ${ }^{10}$ The fact that the information set does not change between bargaining rounds does not imply that there is no uncertainty. However, an environment with uncertainty, perfect contracting, and no change in the information set across bargaining rounds is equivalent to an environment with perfect information. The reason is that the parties can bargain conditionally on the realization of a given state of the world.

[^6]:    ${ }^{11}$ Any situation in which two players bargain over a two-dimensional issue and have opposite preferences over the two dimensions can fit our framework. The simplification in considering buyer and seller (as opposed to a more general set up) is that both players' preferences are assumed linear with respect to one of the dimensions (the price). This assumption will greatly simplify our derivations.

[^7]:    ${ }^{12}$ In this formulation, not transacting is equivalent to transacting at quality 0 . Formulating the problem this way allows us to maintain the same notation also in our next example, where we assume that $q$ is a continuous variable. See Section 4.
    ${ }^{13}$ Similarly to what discussed in the preliminary section, we will show that also here the specific $\mathbb{S}$ determines the players' preferences when bargaining over incomplete agreements.

[^8]:    ${ }^{14}$ Clearly, other definition of the consideration set are possible. However, we believe that Assumption 2 is the most reasonable way to define the consideration set. See Section 6.2 and, especially, Section A. 1 for a discussion.
    ${ }^{15}$ In Section A. 2 in Appendix we discuss what happens if, after disagreeing, the players have the option to initiate a new round of negotiations.

[^9]:    ${ }^{16}$ In Section 6.1 we assume that players are rational but that the bargaining solution violates the independence of irrelevant alternatives. In Section 6.2 we consider a non-cooperative version of this bargaining problem.
    ${ }^{17}$ For more details, see Section 6.3.

[^10]:    ${ }^{18}$ More formally, suppose that the maximum possible transaction price is $\bar{p}>v$. Trading at price $\bar{p}$ satisfies the rationality constraint of the buyer if $h(v) v \geq h(\bar{p}) \bar{p}$, leading to a contradiction.

[^11]:    ${ }^{19}$ Again, note the parallel between the set $\mathbb{C}$ in Section 2 and the set $\left[c, \hat{p}^{\star}\right]$. Both sets contain all final outcomes achievable by restricting the set of possible outcomes in period 1 , and therefore determine the preferences in period 1.

[^12]:    ${ }^{20}$ If $v<c$, there is no trade independently on the negotiation structure.

[^13]:    ${ }^{21}$ Alternatively, the seller announces a price with the understanding that this price can be negotiated downward. This is usually the case when selling, for example, houses.

[^14]:    ${ }^{22}$ The fact that the third round of negotiation can be triggered only by mutual agreement is not essential to our results, but simplifies our derivations because the outside option of the players is always no trade. In case each player can trigger a third round of negotiation, the outside option when bargaining in period 2 is the outcome of the one-step negotiation. In Section A. 2 we consider this problem, and show that incomplete agreements may nonetheless be used in equilibrium.

[^15]:    ${ }^{23}$ Considering only this class of incomplete agreements is without loss of generality, because the elements of $S$ that do not satisfy one of the players rationality constraint are not part of period- 2 consideration set and are therefore irrelevant.

[^16]:    ${ }^{24}$ This example corresponds to, for example, a construction company that can either build a house, announce a price (up to negotiation) and bargain with the buyer over the final price, or bargain with the buyer before the house is build.

[^17]:    ${ }^{25}$ Note that when each of the bargaining parties is a group or committee, context dependence may emerge due to the way preferences are aggregated (this would be the case if the group evaluates each option using, for example, Borda count).

[^18]:    ${ }^{28}$ To the best of our knowledge, we are the first one addressing the issue of how to define the consideration set in strategic situations.

[^19]:    ${ }^{29}$ See also Section A. 1 in Appendix for further discussions on how to define the consideration set.
    ${ }^{30}$ Whether this add-on can be purchased independently on the main good is not relevant for our argument.

[^20]:    ${ }^{31}$ Note that when players can choose any maximum price, maximum quality, minimum price, and minimum quality, they can effectively choose the terms of the transaction in period 1. Hence, this situation is equivalent to a one-step negotiation. The question is whether the players will decide in period 0 to adopt this specific bargaining structure, or instead restrict the minimum and maximum quality and price which can be chosen in period 1 . See Footnote 26 .

[^21]:    ${ }^{32}$ Consider a $\hat{q}^{\prime} \geq\left(\hat{q}^{\prime} / \hat{p}^{\prime}\right)^{\gamma}$. Conditions (B.23) and (4.15) imply

    $$
    \begin{equation*}
    \underline{u}^{b}=\frac{\hat{q}^{\prime 2 \gamma}}{\hat{p}^{\prime \gamma}}-\hat{p}^{\prime \gamma+1}, \tag{B.24}
    \end{equation*}
    $$

    while condition (4.14) implies

    $$
    \begin{equation*}
    \underline{u}^{b}=\hat{q}^{\prime \gamma+1}-\hat{p}^{\prime \gamma+1} . \tag{B.25}
    \end{equation*}
    $$

    Taking the difference between these two equations leads to $\hat{q}^{\prime 2 \gamma} / \hat{p}^{\prime \gamma}=\hat{q}^{\prime \gamma+1}$, which is equivalent to condition (B.26). Condition (B.27) follows from (B.26) and the fact that $\underline{u}^{s}$ is binding.

