
THE SHADOW OF HIERARCHY -
HOW TO SAMPLE A HIDDEN

POPULATION OF FORMER EMPLOYEES?

Danny Pająk
European-University Viadrina, Frankfurt (Oder), Germany

Abstract

Relocations in terms of outsourcing to a non-affiliated company and offshoring, the cross-border relo-
cation within the company, are widely used in recent years and in many cases cause collective em-
ployee layoffs. Even if one of the main intentions is the reduction of costs, relocations may not
produce the highly anticipated financial benefits that most companies pursue. One reason is that
organizations often have overlooked and underestimated social or 'hidden' consequences of reloca-
tions. The goal of the project was to investigate the research question whether there is a kind of hier-
archical 'shadow'. Do former hierarchical structures still exist among victims and survivors of the re-
location? How is this structure affected by hierarchy even years after the event and how is the shadow
affecting the hierarchy of the firm itself? To answer these questions and to test whether former em-
ployees are still connected among one other, a pilot study was carried out among a German manufac-
turer of electrical equipment which relocated its entire workforce in 2006. The pilot study also tested
the feasibility of Respondent-Driven-Sampling (RDS) as an effective and efficient form to sample rare
and hidden populations. The paper will introduce the RDS methodology to the institutional research
community and gives advice for the implementation of a RDS-study.
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1. Introduction

Relocations in terms of outsourcing to a non-affiliated company and offshoring, the cross-
border relocation within the company, are widely used in recent years and in many cases
cause collective employee layoffs. Even if one of the main intentions is the reduction of
costs, relocations may not produce the highly anticipated financial benefits that most compa-
nies pursue. One reason is that organizations often have overlooked and underestimated so-
cial or 'hidden' consequences of relocations. 

While there is considerable research in general downsizing, “the act of eliminating employees
by permanent layoffs, cutbacks, attrition, early retirement and termination” (Gandolfi, 2006,
p. 73), relatively little empirical research has focused upon those people who are directly af-
fected from relocations. This turns out to be a research gap since the laid off workforce could
play a crucial role in the future success of firms. A recent study by Kinkel et al. (2007) re-
ports that among every third to fourth German relocation at least one company relocates its
production back within the first five years. Those back-shoring companies often re-employ
former employees to save transaction costs in selecting, recruiting and training their work-
force. For this reason these companies should care about the ‘victims’ of relocation decisions.
However, the laid-off workforce is often neglected during the relocation process and far too
little attention has been paid to questions like the willingness of re-employment or organiza-
tional endorsement. 

The main reason for this research gap seems to be a lack of a known sampling frame and the
rare prevalence of the target population among the total labor-force. According to a study of
the German Federal Statistical Office, 188,600 workplaces in Germany have been relocated
abroad between the years 2001 and 2006 (Destatis, 2008). Assuming that in 2006 the total
German labor force consists of 43.3 million people, the target sub-population of relocation
‘victims’ counts only 0.44% in the parent population. According to Gabor (2007) subsets of
general populations that generally represent less than 2% are defined as hidden, rare or hard-
to-reach populations. They are characterized by the difficulty to use standard probability sam-
pling methods, due to a lack of a known sampling frame and its small or rare member size.
For a hidden population, like employees affected from relocations, a known sampling frame
simply does not exist. Even if a frame could be constructed, a broad random sample of the
overall population would not be cost-effective given the low base rate of relocation victims
among the total German work-force. For instance, to interview one percent of the target pop-
ulation using traditional methods like household survey or random digit dialing, 430,000 peo-
ple would have to be randomly sampled, which would be prohibitively expensive and
infeasible.

For the specific type of hidden or rare populations several sampling methods like time, space,
institutional or targeted sampling exist, which are all labor, time and resource intensive. To
overcome some of these difficulties respondent-driven-sampling (RDS) was developed by
Heckathorn (1997; 2002) as a refinement to traditional chain-referral or snowball sampling
methods. RDS belongs to a family of sampling methods termed link-tracing or adaptive sam-

- 2 -



pling designs “that are designed to be used in settings where traditional probability sampling
methods are infeasible” (Coryn, Gugiu, Davidson & Schröter, 2007, p. 5). For more than a
decade RDS has been used now, primarily for AIDS-prevention projects. A recent review by
Johnston et al. (2008) reports 128 RDS studies worldwide mainly including hidden popula-
tions of infection drug users, men who have sex with men and commercial sex workers.

In contrast to snowball samples (Goodman, 1961), where valid statistical inferences are not
possible due to its convenience non-probability sampling approach and an unknown sampling
frame of the hidden target population, RDS was primary designed to estimate population
characteristics and prevalences within hard-to-reach populations. Although by using the RDS
methodology one also starts with a convenience non-random sample, by identifying initial re-
spondents reachable or identifiable for the researcher, it is assumed that the sample composi-
tion reaches an equilibrium within a limited number of recruitment waves. This means that
after reaching the equilibrium all social ties of the target population have an equal probability
of being recruited (Salganik & Heckathorn, 2004). The inclusion probabilities of respondents
into the sample will be weight to reduce or eliminate biases resulting from the choice of ini-
tial subjects (Heckathorn & Jeffri, 2003). According to Gile and Handcock (2010) this is the
main advantage of RDS over non-probability sampling methods like traditional snowball
sampling approaches. The current RDS estimator used for calculating inferences is based on
a first-order Markov Chain assumption. Further theoretical principles of this underlying sto-
chastic procedure are beyond the scope of this paper (Goel & Salganik, 2009; Heckathorn,
1997; Heckathorn, 2007; Heckathorn, Semaan, Broadhead & Hughes, 2002; Salganik &
Heckathorn, 2004; Volz & Heckathorn, 2008). 

The objective of this article is twofold. The main objective is to test whether RDS is an ap-
propriate method to sample social networks of former colleagues that were relocated or off-
shored. A second goal of this article is to show that even years after a termination process a
kind of hierarchical shadow exists between ‘victims’ and ‘survivors’ of a relocation decision.
This finding has some important implications for companies trying to reduce their costs
through relocations. How is this ‘shadow’ affected by hierarchy even years after the event
and how does it affect hierarchy? In a recent review about the close relation of organization
theory and Oliver Williamson's transaction cost theory, Baudry and Chassagnon (2010)
emphasize the importance of organizational atmosphere as part of the informal organization.
Williamson argues that “supplying a satisfying exchange relation is part of the economic
problem” (Williamson, 1976, p. 372). Although it is widely accepted that organizational at-
mosphere plays a critical role in the settlement of disputes in organizations, it is “rarely ana-
lyzed in the literature devoted to transaction cost economics” (Baudry & Chassagnon, 2010,
p. 491).

This paper proceeds in the following steps: In Section 2, the principles of Respondent-Dri-
ven-Sampling (RDS) and its assumptions are presented. Section 3 discusses the implementa-
tion issues and requirements that have to be fulfilled in formative research before using the
RDS methodology. Section 4 contains information about the method used in the feasibility
study. In Section 5, the results of the network analyses are presented and the effects of those
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results for the usage of the RDS methodology are illustrated. Additional recommendations for
the implementation are discussed. Section 6 concludes and outlines the limitations and sug-
gested future directions necessary for a deeper understanding of the role hierarchical shadows
play in implementing relocation decisions. 

2. The principles of Respondent-Driven-Sampling (RDS)

In RDS participants recruit their peers, rather than identifying them to the researcher as is the
case in traditional so-called snowball samplings (Johnston & Sabin, 2010, p. 39). The direct
contact between recruiter and recruit based on a pre-existing reciprocal relationship is one of
the key elements that distinguish RDS from other forms of chain-referral sampling (see
Tiffany, 2006, p. 114). By using data on the personal network size of the respondent in the
target population as well as information on the sociometric structure (e.g., gender or status) of
its self-reported acquaintance network, RDS controls for several biases usually introduced by
the non-random selection of the initial respondents (called ‘seeds’ in RDS) in traditional
chain-referral samples. Additionally, RDS provides information for analyzing the social
structure of the population through network analysis of the recruitment chains. Thus, Wejnert
concludes that “RDS utilizes the reach of snowball sampling while maintaining the ability to
make unbiased statistical inference” (Wejnert, 2010, p. 113).

Sources of bias in traditional chain-referral methods include (see Heckathorn, 2002a; John-
ston, 2008; Wang et al., 2005): (1) the non-random selection of seeds, (2) volunteerism,
which means that more cooperative respondents are more likely to enroll in the study, (3)
masking, in which respondents protect potential recruits by not referring them, (4) differen-
tials in recruitment, which means that some respondents are more willing to recruit other par-
ticipants, (5) different social network size, which implies that people with many peers are
able to recruit more participants and therefore oversampling those groups and (6) the tenden-
cy for in-group recruitment, where initial respondents tend to recruit participant with similar
sociometric or demographic characteristics such as gender or status level, which is also know
as tendency of homophily.

Long recruitment chains will reduce those biases induced by the convenience selection of
seeds. Furthermore, they will insure a non-zero probability of inclusion into the recruitment
procedure. Therefore, Heckathorn and colleagues (2002) lists three reason why long referral
chains are desirable. First, the longer the recruitment chains, the greater the chance to reach
the most hidden and isolated individuals of the population, who have little contact with other
members of target population. Second, given the theoretical geometrically growth of the re-
cruitment process, “longer referral chains ensure that the sociometric distance between the
seeds and the bulk of the sample will be large, thereby further assuring the diversity and rep-
resentativeness of the sample” (Heckathorn et al., 2002, p. 60). Finally, since the aim of RDS
is to reach an equilibrium where the sample composition is independent from the initial non-
random selection of seeds, long referral chain will ensure that the sample stabilizes, even if
the equilibrium is reached comparatively slowly (see Heckathorn, 2002a, p. 60; Wang et al.,
2005, p. 148). Therefore, as Coryn and colleagues (2007) highlight, the most important de-
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sign element of RDS is the use of techniques to ensure long-lasting referral chains over sever-
al recruitment waves. 

The techniques used in RDS to produce long referral chains are a unique-numbered recruit-
ment coupons and a dual incentive system. In most RDS studies, each participant receives a
fixed number of three coupons to recruit members of their own social network who are part
of the target population (see Johnston et al., 2008, p. 295). Usually this includes the seeds as
well as each additional respondent who is participating in the survey throughout the recruit-
ment process. Limiting the coupons address the biases of differential recruitment and volun-
teerism introduced above. According to Johnston et al. “the use of three coupons throughout
RDS recruitment has a practical, rather than theoretical, rationale” (Johnston et al., 2008, p.
297). The number of coupons distributed to the respondents should rather vary according to
the wave reached in the recruitment process. By reducing the number of coupons (e.g. from
three coupons to two coupons after the 5th wave) the sample will not only consist of longer re-
cruitment chains but it will also be “more closely suited to the theoretical principles of linear
recruitment [...] upon which RDS is designed” (Johnston et al., 2008, p. 297). The systematic
coupon reduction process after a certain wave ensures that slower recruitment chains can
catch-up. Thus the tendency for in-group recruitments (homophily biases) can be further
reduced, which increases the chance for reaching the most hidden or isolated members of the
target population (Johnston et al., 2008). 

The second important technique used in RDS is the dual incentive system. First of all, re-
spondents are usually rewarded with an incentive for participating in the survey and second-
ly, they also get additional rewards for each peer of their social network that they are able to
convince to participate. The second incentive produces some kind of peer-pressure which will
reduce the volunteerism bias as well as further increase the chance for long recruitment
chains (Wang, Falck, Li, Rahman & Carlson, 2007). According to Magnani et al., the second
incentive “can [also] be expected to reduce non-response bias because those who would not
participate for financial reasons alone may do so as a favor to a friend” (Magnani, Sabin,
Saidel & Heckathorn, 2005, p. 71). The combination of coupon distribution and rewarding
will also produce some kind of social pressure. The more coupons somebody receives from
different recruiters over several waves during the recruitment process the higher the pressure
and chance that this person will also participate in the survey. Wejnert and Heckathorn
(2008) named this kind of effect a ‘norm of participation’. Another important advantage of
the dual incentive system is, that the recruitment can be guided by the researcher. By using
steering incentives as additional bonuses one can reach predefined specific subgroups inside
the target population (Wang et al., 2005; Wejnert, 2010). All given incentives must be appro-
priate to the studied population. Johnston and colleagues suggests that they should not be too
high or too low, “to motivate economically and socially diverse members of the target popu-
lation” (Johnston et al., 2008, p. 295). Especially the secondary incentive should be only
moderate. Otherwise the peer pressure could become coercive (Heckathorn et al., 2002) and
people who are not part of the target population attempt to participate to get the financial re-
wards (Salganik & Heckathorn, 2004). Besides monetary compensations, other incentives
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like lotteries, vouchers or donations to charities are possible, depending on the financial re-
sources of the researcher and the characteristics of the hidden population. 

Since RDS uses each personal network size to calculate the probability of the selection, three
additional pieces of information have to be collected in a study using the RDS-methodology:
(1) the size or degree of each respondents personal network in the target population (e.g.,
‘How many former colleagues, friends or relatives do you know who were also affected from
a relocation in the last five years and with whom you had personal contact during the last
year?’, (2) the structure of those self-reported network (e.g., gender by asking ‘How many of
those people you had contact with in the last year are male?’) and (3) information about the
pre-existing social relationship (e.g. Who gave you the coupon to participate in this study: a
former colleague, a close friend, a relative, an acquaintance or a stranger) (Johnston & Sabin,
2010; Wang et al., 2005). Additionally, all distributed coupons are also tracked through their
unique serial number, which allows the researcher to link each recruit with its recruiter (see
Wang et al., 2005, p. 148).   

While the original RDS estimation process was characterized by a set of six assumptions
(Salganik & Heckathorn, 2004) a recent work by Heckathorn (2007) reduces the set to five
underlying theoretical assumptions (see Wejnert & Heckathorn, 2008, p. 112):

(1) Respondents maintain reciprocal relationships with individuals whom they know
to be members of the target population;

(2) Respondents are all linked to a single component in the network;

(3) Sampling is with replacement;

(4) Respondents can accurately report their personal network size or, equivalently,
their degree;

(5) Peer recruitment is a random selection of the recruiter’s peers. 

There are a lot of controversial discussions about these theoretical assumptions. Especially
the last three are discussed in a lot of detail that are beyond the scope of this paper and can be
found elsewhere (Gile & Handcock, 2010; Heckathorn, 2002b; Volz & Heckathorn, 2008;
Wejnert, 2009; Wejnert & Heckathorn, 2008). 

The five assumptions are necessary for the sample to stabilize and to reach equilibrium,
which means that the “sample distribution on key variables [e.g., gender or status] remains
stable within 2% of the equilibrium distribution, even though more individuals enter into the
sample” (Johnston & Sabin, 2010, p. 40). This means, as the sample grows from wave to
wave the composition of key variables ceases to change (see Heckathorn et al., 2002, p. 57).
Assuming that the true population value of blue-collar workers in the target population is 58
percent, equilibrium would mean that the sample composition will stabilize around this value
after a certain number of recruitment waves. In other words, the ratio between blue- and
white-collar workers would remain stable (within 2%), no matter how many additional indi-
viduals are recruited into the sample (see Johnston, 2008, p. 15). In theory, the equilibrium
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will be usually reached within four to six waves (Magnani et al., 2005; Wejnert, 2010). After
the wave where the equilibrium is reached it can be assumed that the sample becomes repre-
sentative for the target population and thus independent from the non-random selection of the
initial respondents (Johnston & Sabin, 2010). Diversifying the initial respondents will help to
reach the equilibrium in a manageable number of waves. The ideal seed is often described as
a sociometric star, well motivated and enthusiastic (see Wejnert & Heckathorn, 2008, p. 109).

But besides diversifying the seed selection, paying attention to the five assumptions and gath-
ering additional required information from the respondents (e.g., personal network size), RDS
is nothing more than a good chain-referral sample, unless analyzed with a specialized soft-
ware (see Johnston, 2008, p. 302). The most common used software is RDSAT, which can be
downloaded from http://www.respondentdrivensampling.org in the stable 5.6 version (Volz,
Wejnert, Degani & Heckathorn, 2007).  

3. Implementation Issues and Requirements for using RDS

Although RDS was primarily developed for AIDS-prevention projects, there are examples
where the methodology was used for sampling different populations. Heckathorn and Jeffri
(2001; 2003) for example used RDS to sample Jazz musicians in New York City and San
Francisco. Usually, storefront interviews in locations accessible to the target population are
used to implement the survey. But, there have also been first attempts to deviate the sampling
process from face-to-face interviews. Hagan (2001) uses RDS in telephone interviews to
study American Vietnam War draft resisters in Canada (Salganik & Heckathorn, 2004). The
methodology was also applied among social networks of students by using e-mail referrals
(Wejnert, 2010; Wejnert & Heckathorn, 2008).

However, despite these examples, the target population in this study seems to be completely
different. To the author's knowledge it is the first time that the feasibility for using the RDS
methodology is tested among a population where the referral-chains rely on a former network
of interactions. Since the network and its former hierarchal structures do not longer exist, one
aim of the feasibility study was to test whether there is a kind of hierarchal shadow among
victims and survivors of relocations where communication and interaction is still taking
place. 

Former employee networks are the source of some potential limitations for using RDS. The
main problem is that the former network is shrinking, which could result in a disconnected
network. Depending on the time-frame between the intervention into the network structure by
laying off employees and the time when the recruitment of those former colleagues takes
place, the size of the reachable network may varies. Nodes within the network may get isolat-
ed because of the removal of ties or links between former colleagues. There are several po-
tential sources for the shrinking effect in those kinds of networks. One problem is the increas-
ing average age of the population the longer the time-frame between the relocation and the
sampling time gets. Former ties between colleagues can be eliminated due to illness and
death of former colleagues. Another danger lies in the job-seeking behavior of the laid-off
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employees. One can assume the larger the distance between the former workplace and living
environment and ones new center of life gets, the less frequent the interaction with former
colleagues will be. A third group of problems exists because of changing living conditions.
Telephone numbers, address information or even the surname (i.e., divorce or marriage) can
change over time, which make it difficult to reach or contact those former colleagues with a
chain-referral approach.

Therefore according to Heckathorn and Jeffri (2005) four requirements must be met when
someone wants to use RDS to sample a hidden population: (1) Recruiter and recruit must
know another as members of the same target population, (2) the network must be dense
enough, (3) the population should not be so highly clustered into several sub-groups and (4)
“means must exist for motivating respondents to recruit their peers” (Heckathorn & Jeffri,
2005, p. 3). According to Johnston and Sabin (2010) the questions from Figure 1 should
therefore be answered first before using RDS for sampling hidden populations. If one of the
first two questions is answered with ‘no’, another sampling method should be selected. But
even if question three or four are affirmed, further formative research should be conducted to
determine whether RDS is acceptable to the population.  

Figure 1: How to decide whether RDS is a suitable sampling method?

Is the population of 
interest socially 

networked? 

1 

Does the population    
have social network sizes 

sufficient to maintain 
recruitment? 

Does the social network 
consist of one social 
network component? 

Select another 
sampling method 

no 

yes 

Select another 
sampling method 

no 

yes 
Are there some sub-

network members that 
form ties with other sub-

networks members? 

no 

Conduct further 
formative research to 
determine if RDS is 
acceptable to the 

population. 

yes yes 

Each sub-network 
should be sampled 

separately. 

no 
2 3 4 

Source: Own work based on a table presented by (Johnston & Sabin, 2010, p. 45) 

The questions of Figure 1 will be answered in Section 5. In order for RDS to work, the target
population needs to form a single connected network with a fairly high frequency of interac-
tion among former colleagues. 

4. Methods and Data Analyses

The author used a manufacturer of electrical equipment which relocated its entire workforce
from Berlin to a rural area in the federal state of Lower Saxony in 2006 to test the feasibility
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of RDS to sample victims of relocations. Approximately three and a half year after the relo-
cation had been realized the survey was carried out from the end of December 2009 to March
2010. In three qualitative interviews, 96 former employees of that company could be identi-
fied. This number is similar to press releases about the relocation at that time, where 95 to
100 employees affected from the relocation were reported. 90 of those identified were eligi-
ble for the study purpose. Five former employees were excluded from further analysis either
because they were laid-off before the relocation or they emigrated back to their native coun-
try in the meantime. Another person exceeded the 65-year limit, which is above the limit to
study the willingness of reemployment in a following survey. From 37 former colleagues,
none or wrong contact information could be found in the three preliminary interviews. This
means only 53 questionnaires could be distributed among the former company members,
which were filled out by 28 interviewees giving a response rate of 53 percent (for details see
table 1). 

Table 1: Overview of the Sample Population

Overall identified population 96 100%
  Not included in the analysis 6 6.3%
    - Emigrated in the meantime 3 3.1%
    - Over 65 years in the meantime 1 1.0%
    - Laid-off before the relocation 2 2.1%
Initial Sample (93.8% of 96) 90 100%
   Address-related losses 37 41.1%
    - No contact information 25 27.8%
    - Undelivered returned to sender 9 10.0% 6 / 6.7%
    - E-Mail address bounced 3 3.3%
Eligible Sample (58.9% of 90) 53 100%
  Non-Response 24 45.3%
  Refused 1 1.9%
Survey responses 28 52.8%
* These two were laid-off before the decision to relocate the company site. This means they are not victims of the relocation.

1 / 1.0%

53 / 58.9%

1 / 1.0%
1 / 1.0%

2 / 2.1%
2 / 2.1%

      -
      -

37 / 41.1% 52 / 57.8% 38 / 42.2%

Victim Survivor

1 / 1.0%
2 / 2.1%

Blue
collar

White
collar

39 / 40.6%57 / 59.4%

1 / 1.0%
2 / 2.1%

5 / 5.2%
2 / 2.1%

      -
      -

      -

n in %
57 / 59.4%

4 / 4.2%
1 / 1.0%

Female
39 / 40.6%

Male
24 / 25.0%

1 / 1.0%
1 / 1.0%

72 / 75.0%
5 / 5.2%
2 / 2.1%

      -
69 / 76.7% 21 / 23.3%

30 / 33.3% 7 / 7.8%

*2 / 2.1%

30 / 33.3% 7 / 7.8%
23 / 25.6% 2 / 2.2%

5 / 5.6%

7 / 13.2% 17 / 32.1%

25 / 27.8%       -

3 / 3.3%      -
4 / 4.4%

22 / 41.5% 31 / 58.5%

14 / 26.4% 14 / 26.4%

4 / 4.4%5 / 5.6%
2 / 2.2% 1 / 1.1%

23 / 43.4% 30 / 56.6%

      - 1 / 1.9%
9 / 17.0% 15 / 28.3%

1 / 1.9%       - 1 / 1.9%
24 / 45.3% 4 / 7.5%14 / 26.4% 14 / 26.4%

14 / 26.4% 10 / 18.9%

30 / 33.3% 7 / 7.8%

      -

14 / 26.4%

2 / 2.2%

1 / 1.1% 2 / 2.2%
3 / 3.3%

23 / 25.6%

39 / 73.6%

The primary goal of the questionnaire was to identify the social network structure among
those former employees. Besides a general questionnaire, each interviewee received a list of
all the identified names and they were asked to which of those former colleagues they still
had contact in 2009. Although only the self-reported out-degree of the individual respondents
was measured in the study (number of contacts to other colleagues in the year 2009), under
the reciprocity assumption of RDS it is assumed that the out-degree equals the in-degree
(Wejnert, 2010). Thus, unless otherwise stated, the results in Section 5 correspond to an undi-
rected analyses of the identified network, presuming that when respondent A reported a con-
tact with respondent B, B would also report a contact with A. 

5. Results and Discussion

The Giant Component and Isolated Sub-Groups

There have to be at least five links on average from one node to another to ensure long refer-
ral chains (Heckathorn, 1997; Heckathorn et al., 2002; Wejnert & Heckathorn, 2008). Apart
from long referral chains, this will ensure that the network will consist of one social network

- 9 -



component (see the third question in Figure 1). As Wejnert et al. state: “in a random network,
a single component forms when individual degrees [i.e., the amount of links to former col-
leagues] are large compared to the natural log of the population size” (Wejnert & Heck-
athorn, 2008, p. 112). Volz et al. (2008) point out that most social networks posses a so-
called giant component, which means that every person is connected with every other person
in the network. In pure random graphs the giant component will consists of 99% of the popu-
lation if nodes have just five links on average (Volz & Heckathorn, 2008, p. 83). 

The average degree of the respondents in Figure 2 was 8.6 which is above the threshold. Suc-
cessful studies using RDS have also been carried out with values below that degree. Heck-
athorn and Jeffri (2005) for example list a RDS survey that was carried out among Latino
men who have sex with men in San Francisco which had a self-reported average network size
of only six degrees (see also Ramirez-Valles, Heckathorn, Vázquez, Diaz & Campbell,
2005).

Figure 2: Network Displayed in Eigenvector Centrality Layout (Node Size = Degree)
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Although only the answers of 25 respondents (28% of the initial sample size of n=90) were
usable for the network analysis, the giant component already contains 75 (83.3%) former col-
leagues (see Figure 3). Consequently the number of people identifiable through the network
approach exceeds the number of eligible respondents identified through the three preliminary
qualitative interviews. Figures 2 and 3 also show that there are bridges between people of
various sub-groups in the network (i.e. between blue and white collar workers and between
victims and survivors of the relocation). But what Figure 2 also shows is that there are still 15
isolated nodes in the network from which no path to another node in the component exists.
While all 38 former white collar workers are part of the giant component (see also Table 1),
15 former blue collar workers are still missing. 14 of them are female with a high proportion
of members from ethnic minorities (i.e., 6 of them are Turkish, 4 are Yugoslav, 1 is Polish
and only 3 are German). It seems therefore extraordinarily difficult to sample those sub-pop-
ulation of female blue collar workers who are immigrants. One possible solution to get access
to this kind of sub-group could be to provide steering incentives as mentioned in section 2 of
this paper.

Another approach was used by Heckathorn and Jeffri (2003). Since they were concerned in
their study about Jazz musicians in New York and San Francisco that not enough female mu-
sicians could be recruited, they implemented a coupon quota. “Three coupons could be given
to any jazz musician, but one had to be given only to a female jazz musician” (Heckathorn &
Jeffri, 2003, p. 51). Gile (2010) recommends to use additional information whenever possible
to verify the relative size of sub-populations. Sometimes for example, the gender composition
of the relocating company can be found in press releases. Other source like annual reports,
unions, employment agencies or transfer and transitional companies may be used to get fur-
ther insights into the population composition, which can be used to implement coupon quo-
tas. When the resources are available it can further help to translate the questionnaire into dif-
ferent languages. This will reduce the masking bias due to beliefs that the questions would be
to difficult to understand for immigrants, which could hinder the recruitment of those sub-
groups.

The Network's Diameter

Figure 3 also shows the diameter of the giant component, which is the longest shortest path of
the network. The diameter of the network is 6, corresponding to the distance between nodes
66 and 83. Assuming that node 66 would be taken as a seed, at least six referral chains would
be necessary to reach the victim with ID number 83. The diameter of a network is closely re-
lated to works on the so-called small-world phenomenon. By using a letter-referral technique,
the social psychologist Stanley Milgram (1963) found out that the average path lengths be-
tween any pair of people in a population is quite short (Schnettler, 2009b). Thus, as Salganik
and Heckathorn (2004) state, one “can be fairly confident that with reasonably long recruit-
ment chains all members of the population have a nonzero probability of being reached even
if the seeds occupy an unusual place in the network structure”. Although later studies have
found an even shorter average path length, Milgram's work was the basis for the later usage
of the ‘six degrees of separation’ rule in everyday language (see Schnettler, 2009a for a
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comparison of different small-world studies).

Figure 3: Giant Component with Network Diameter
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Source: Own work analyzed with Visone (http://www.visone.info).

The Degree Distribution of the Network

A third easily identifiable property of the network is its degree distribution. While the degree
distribution in a random graph follows a bell curve, social networks often show a power law
distribution (Jackson, 2006). That means, power-law or scale-free networks are characterized
by a few highly connected nodes and many nodes with only a few connections. Most social
networks are scale-free. Figure 4 shows a comparison of the observed degree distribution in
the feasibility study compared to a degree distribution of random network with the same size.
Besides a high amount of people that have only one or two connections there are also a few
nodes with up to 20 links to former colleagues. Those highly connected nodes are known as
‘hubs’ in network analysis. Hubs play a key role in keeping the network together (Ravasz &
Barabási, 2003), which is especially important for the robustness of a shrinking network like
those of former colleagues. Additionally, hubs are also important for bridging different sub-
populations in the network. For example, a hub node that functions as a bridge between vic-
tims and survivors of the relocation (e.g., the node with ID 38 in Figure 3) will have impor-
tant implications for the spread of information or rumors between those two sub-groups.  
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Figure 4: Observed Degree Distribution versus the Degree Distribution of a Random Graph
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A standard approach to outline the degree distribution of a social network is to plot the
histogram on a logarithmic scale and see whether this looks linear (Jackson, 2006; Newman,
2005). Figure 5 illustrates the power law relationship of the studied network. 

Figure 5: Degree Distribution and Log-Log-Plot

Source: Own work created with R. The right panel of Figure 5 shows the power-law distribution (p(x) = Cx−α)
plotted on a logarithmic scale, where the constant α is called the exponent of the power-law. The exponent value
was calculated in two ways: (1) by fitting a straight line through the data points and (2) by using the maximum
likelihood method described in further detail by Newman (2005). 
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Réka et al. (2000) demonstrated a high degree of robustness for scale-free networks. They
show that even when as many as 5% of the nodes in a scale-free network are eliminated, “the
communication between the remaining nodes in the network is unaffected” (Réka et al., 2000,
p. 380). Also the length of the network's diameter remains unchanged. Therefore, the identifi-
cation of a power-law distribution has important implications for our shrinking network ex-
pectation. The removal of unimportant nodes (those with just a few connections) will not in-
fluence the overall network structure. On the other hand, scale free networks have a high
vulnerability to the removal of highly connected hubs in the network, for instance through
death of a person with a high amount of links to other network members. The network's di-
ameter would increase and the structure of the network could break into many isolated clus-
ters (Réka et al., 2000).   

Seed Selection Process

Statistics about relocations in Germany are based extensively on estimations, which makes it
difficult to define and locate the target population. That is why the author started to build an
own database on German relocations. The German Relocation Database1 (G.R.D.) collects
news about company relocations from the trade, business and daily press. At the moment the
G.R.D. contains detailed information about approx. 200 relocations between the years 2005
and 2010. Figure 6 shows a choropleth map of the German counties and autonomous munic-
ipalities on the right side with these 200 relocations. The different colors reflect the number
of victims affected from relocations compared to the average overall working population2 in
the respective district between 2005 and 2009. The darker the various shades of red the more
victims of relocations can be found in this area. The left side of Figure 6 shows a enlarged
representation of the federal state of North Rhine-Westphalia with one of its administrative
districts Arnsberg, where nine recorded relocations occurred in the investigated period. The
table below the two choropleth maps lists detailed information about these nine companies
(i.e., the year of announcement, the type and destination of the relocation, the branch of in-
dustry as well as the number of victims according to press releases). 

What are the implications for the study purpose? First of all, there are different clusters in
Germany where a comparatively high number of people affected from relocations can be
found. The average working population in the administrative district of Arnsberg between
2005 and 2009 was approx. 1.7 million. By summing up the number of victims in Figure 6
one gets approx. 5,400 people that make up 0.32% of the working population in the district of
Arnsberg, which means among every thousandth are at least three people affected from a re-
location. Thus, besides high clustering in certain areas, the target population is rarely distrib-
uted among the total workforce. According to the data from the G.R.D. there are only two
counties where the boundary value is above 2%, which is the generally the threshold value
under which the target population is defined as a hidden or rare population (Gabor, 2007).

1. The database can be found under: http://www.ima-research.eu/projekt/verlagerung/datenbank/
2. For county level data see: German Federal Statistical Office and statistical Offices of the Länder, 2010
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Figure 6: Company Relocations in Germany between 2005 and 2010  
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Source: Own work based on data of the German Relocation Database (G.R.D.).

Second, since the underlying overall network is disconnected in several firm or regional clus-
ters or sub-populations, the representation of the target population will be determined by the
seed selection (see Gile & Handcock, 2010, p. 322). Although in clusters like in the north-
west of the administrative district Arnsberg, several bridges between sub-populations (e.g., a
friendship or relationship between one person that worked for Nokia in Bochum and another
relocation victim that work for a different company) are theoretically possible, it can be as-
sumed that those ties between different sub-population members (i.e., victims of different
firms) are relatively rare. Goel and Salganik use the term ‘bottleneck’ “to refer to features of
the network that lead to a propensity for the sampling procedure to get ‘stuck’ in certain re-
gions” (Goel & Salganik, 2009, p. 2208). Thus, the bias introduced by the non-random selec-
tion of seeds cannot be eliminated by simply increasing the length of the recruitment chains
(see Gile & Handcock, 2010, p. 322). Therefore, in populations with bottlenecks between
sub-groups the seed selection becomes increasingly important, so that the RDS methodology
should be used separately on each sub-group (Gile & Handcock, 2010; Goel & Salganik,
2009). 

As already stated in the last section, hubs play in important role in network analysis. To put it
another way, those hubs are the sociometric stars one is looking for in the selection of initial
respondents or seeds in RDS. They function as bridges between different sub-groups or sub-
populations, have a high visibility and reputation among the target population and are there-
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fore crucial for the recruitment process. How can those sociometric stars among people af-
fected from relocations be identified and recruited? In newspaper articles about a relocation
one can often find the names of employee representatives (e.g., work council members) inter-
viewed in the course of the relocation or termination process. Those people can than be
identified for instance by searching them in telephone directories. Another approach also
used by the author for a larger research project about hidden costs of company relocations
scheduled for 2011, is the identification of relocation victims through social network plat-
forms in the internet. More precisely, the network by the author to find the seeds for that
study is called Xing. Xing is the largest German social network to establish and maintain es-
pecially business contacts and relationships. According to a recent study of the German Fed-
eration of the Information Industry, Telecommunications and New Media (BITKOM), Xing
reaches nine percent of the Internet users in Germany (Berg, 2011).

Combing the knowledge from the G.R.D. (i.e., year of the relocation, region and name of the
relocating company) with Xing, one can search the employment history of members (see Ap-
pendix 1). The extended search option in Xing allows to search for previous employers in a
certain region. For instance, by using the search terms 44* and Nokia one would find all Xing
members that previously worked for Nokia in the area where the German postal code starts
with 44 (i.e., Bochum). Since we know from the G.R.D. that the relocation took place in
2008, we can identify those people whose occupation at Nokia ended around 2008. Those can
than be recruited as seeds for RDS. Wang et al. (Wang et al., 2005, p. 148) conclude that
“seeds do not necessarily need to be representative of the target population”. Thus, survivors
of the relocation could be used as seeds too, as long as they have contact to former colleagues
that have been directly affected from layoffs.

Memory Gaps in Degree Reporting

One important assumption of RDS is, that respondents are able to accurately report their per-
sonal network size. For Wang and colleagues (2007) this is one important limitation of RDS.
They argue that respondents may not be able to accurately report their degree or number of
contacts they had with members of the target population in a certain timeframe, an issue also
found in this study. Figure 7 shows in the left panel a color map of a sub-population (i.e.,
nodes from ID 28 to 48) of the network. The contact patterns are differentiated in three ways:
(1) a confirmed relationship from both nodes, (2) an unconfirmed relationship (i.e., only the
sender reported the relationship and the confirmation of the receiver is missing due to non-re-
sponse of that node) and (3) forgetting or masking of a relationship. The last mentioned con-
tact pattern implies that for instance the person with ID 29 reported a relationship to node 38.
Looking the other way around the person with ID 38 forgot to report this relationship with
node 29, either because of simply forgetting to report it (memory gap) or because of masking
that relationship. The right panel of Figure 7 shows the same information as a directed graph
of the same sub-population. 

In a recent study Bell, Belli-McQueen and Haider (Bell, Belli-McQueen & Haider, 2007) ar-
gue that forgetting relationships can depend on network size as well as on the distance be-
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tween a specific event and the recall of those memories. It is easier to remember the contact
with only two former colleagues in the last year than contacts to a much larger number. Fur-
thermore, the occasion or event where former colleagues met also plays an important role. In
the underlying feasibility study, the respondents had to report their individual degree or per-
sonal network size in the target population during the last year (see Section 2). Although the
requested time frame is quite long compared to other RDS studies, it seems to be appropriate
for that special population. In the questionnaire distributed together with the network analy-
sis, respondents reported several annual events they still attend or organize together with for-
mer colleagues (e.g., summer barbecues, Christmas parties or biker meetings). Those con-
vivial gatherings help strengthen former corporate network structures and thus ensure that the
network remains dense enough to use the RDS methodology. Furthermore, those informal
meetings lead to the creation of some kind of hierarchical shadow, where information about
different facets of the termination or re-placement process are spread between survivors and
victims of the relocation (e.g., the fairness of layoff procedures or the adequacy and results of
outplacement services). Future research efforts are needed to evaluate the influence of mask-
ing and forgetting to report relationships on RDS. Wejnert concludes that inferences on rela-
tive network differences remain valid if the “recall error in self-report network data is inde-
pendent of most key respondent attributes and demographics” (Wejnert, 2010, p. 122).

Figure 7: Memory Gaps in Degree Reporting and/or Masking of Relationships  
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Source: Own work analyzed with Visone (http://www.visone.info).

6. Concluding Remarks

This paper shows that Respondent-Driven-Sampling can be an appropriate research method
to study hidden populations beyond traditional AIDS prevention or surveillance projects. De-
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spite the limitations presented above, RDS can be used to get a fast and cost-efficient access
to the hidden target population of people affected from relocations. A great advantage of
RDS is that respondents do not need to provide names or contact information of potential par-
ticipants as it is the case in traditional snowball sampling. Consequently, confidentiality for
the respondents and their recruits is ensured and their participation in the study becomes
entirely voluntary. According to Magnani et al. (2005, p. 70) the method produces also more
reliable data with a greater external validity, since it is not limited to visible members of the
target population. 

Despite numerous advantages of RDS presented in this paper, the method has also various
limitations. Recent research indicates a high sensitivity to the assumptions presented in Sec-
tion 2 (Gile & Handcock, 2010; Mouw & Verdery, in press; Verdery & Mouw, in press).
Other issues are the high sensitivity to missing data, to clustering and to social homophily
(Verdery & Mouw, in press; Wejnert, 2010) . Thus, it is often recommended to use a ‘design
effect’ of at least 2.0, which would mean to recruit twice as many individuals as would be
needed in a simple random sampling approach (see Salganik, 2006, p. 106). In a recent simu-
lation study, Goel and Salganik (2010) used 85 real populations, where the network structures
and demographic compositions are known, to evaluate the performance of RDS. They found
a much higher ‘design effect’ with an overall median ‘design effect’ across all 85 simulated
studies of 5.9 (Goel and Salganik, 2010, p. 6744). To use RDS, it is therefore suggested to
find as much information as possible about the true demographic compositions (e.g., the ratio
of blue- and white-collar victims) inside the target population to verify the results found with
the social network recruiting approach of RDS.

Besides the methodological findings presented in this paper, the results also provide some
new insights and starting points that could contribute to a deeper understanding in the analy-
sis of transaction costs economics. Section 5 illustrated the importance of hubs or sociometric
stars that function as bridges between victims and survivors of relocations. Those highly
connected hubs play an important role for the spread of information or rumors between those
two sub-groups, leading to the formation of a hierarchical shadow, where former organizatio-
nal structures and information flows remain stable over time. This has some important impli-
cations for companies trying to reduce their costs through relocations. 

Husted and Folger (2004) identified an important set of transaction costs in their work that
they termed ‘fairness response transaction costs’. Given the dynamic nature of the perception
of fairness the authors argue further “that organizational justice [literature] suggests that
governance mechanisms selected ex ante may fall out of alignment during the course of
transaction” (Husted & Folger, 2004, p. 726). In terms of relocation decision, this means that
the offer of outplacement services or the delegation to transfer or transitional companies dur-
ing the termination process may initially (ex ante) be viewed as fair. However, Husted and
Folger state that “unforeseen contingencies or disturbances may arise that require further
bargaining, monitoring, and enforcement costs in order to reassure the parties that the ex-
change continues to be fair” (ibid., p. 725). By failing to take into account those ex post
transaction costs, the selected governance mechanism (e.g., the delegation to a transitional
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company - often restricted to one year in Germany) may increase transaction costs due to re-
sponses to perceived injustice (e.g., remaining unemployment after one year in a transfer
company). 

Due to the hierarchical shadow, the perceived injustice of relocation victims will also affect
informal aspects (e.g., psychological contracts) of the transaction relationship survivors of the
relocation have with their employer. Companies that relocate their workforce should there-
fore monitor and actively manage their laid-off employees even years after the initial event.
Reassuring that those victims maintain a kind of post-relocation affective commitment will
have important implications to questions like the willingness of re-employment, organization-
al endorsement and the prevention of negative marketing of terminated employees as well as
on the attitudes and behaviors of the remaining workforce. Nevertheless, these aspects have
been insufficiently addressed in transaction cost analyses so far.
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Appendix 1: Xing Sample Profile
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