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Abstract
The influence of governance structure (Market, Cooperative, Forward integration, and Backward integration) on the information partition of agents with cognitive limitations is examined. Our characterization of a governance structure as a partition incorporates on the one hand the way it channels attention and cognition, and on the other hand the ownership distribution. Each governance structure can be efficient depending on the probability distribution of the different states. A Cooperative is uniquely efficient when downstream states are more likely to occur than upstream states. It is also efficient in the other case when the costs of selecting the wrong state are relatively high. This is due to the cooperative processor being more conservative than other agents in project selection.
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‘The firm is a focusing device.’

Nooteboom (2006)
1 Introduction

Nowadays, the modern business world witnesses an increasing awareness of people’s, and therefore firms’, inability to handle complex situations effectively and costlessly. To survive and become successful, managers must ensure that effective knowledge is being created and assembled in a meaningful manner. Information regarding their own operation and the environment in which they are running their business has to be forthcoming and well interpreted. One critical role of decision makers of a firm is to ‘make inferences about the environment in which they operate, an activity dependent on their ability to analyze the situation’ (Rubinstein 1998, p4). They need to evaluate changing market conditions, contemplate competitive strategies, decide on new products, production technologies, new markets, and so forth. 
Decision making in organizations is the result of both the limited cognitive capacity of humans and the structural influences of governance structures on an individual’s attention (Simon 1947). First, firms are run by managers, one cannot ignore the human factor and the unavoidable boundedness of the ability and rationality of human beings (Simon 1955). In analyzing the behavior of firms, the standard economic literature relies on the assumption of perfect rationality of agents, which assumes that there is no limit to the ability of people to calculate, to remember, to foresee, to distinguish, or to plan (Fershtman & Kalai 1993). Decision making requires judgment and knowledge of the specifics of complex situations. However, the amount of attention, knowledge and computational capacity that any central decision maker has is limited. Second, Hammond (1994, p101) raises the question of “Why structure matters?” A governance structure is a distinct constellation of income rights and control rights, and it channels and structures information. Hammond’s answer is addressing the latter part by stating that “a firm’s structure can be expected to shape, constrain, and otherwise influence the development and content of the firm’s strategy” (p99). As Nooteboom (2006) puts it, the firm is a focusing device. Governance structures differ in the way they process information, i.e. a governance structure is not neutral in the processing of information (Hammond & Thomas 1989). Errors are typically systematic (Conlisk 1996), i.e. each governance structure creates its own biases in decision making. One of the roles of a governance structure is to limit the harmful consequences of bounded cognition at individual level.
Decision-making requires information and information has to be acquired, processed and categorized to form a meaningful partition (Fulton & Gibbings 2006). We use information partition to capture the way people sort information. An unboundedly rational agent is able to partition different types of signals into distinct categories, while an agent with limited cognitive ability can distinguish only part of the information and the remaining part therefore has to be grouped into one category. The different foci of firms and agents entail different knowledge sets. The primary purpose of this article is to examine how governance structures differ in their organization of the cognition of boundedly rational agents, and identify the efficient governance structure. We aim to answer the following questions in this article: 1) How do different governance structures differ in their allocation of attention? 2) What determines the efficient governance structure? These questions are addressed in a proposal selection and project implementation setting. Agents confronted with all kinds of business ideas and opportunities are not rational enough to identify and correctly implement all of them. Their limited cognitive ability and the governance structure of the firm shape their knowledge, which in turn determine their expected benefit and loss. The agents make decisions on proposal selection based on these expected benefit and loss.
The article is organized as follows. The next section reviews previous research on bounded cognition and governance structures. The governance structures are distinguished from a bounded cognition perspective in section 3. Section 4 identifies the bias of each governance structure and the efficient governance structure. Section 5 concludes.
2 Literature
Since Coase (1937), the concept of transaction costs has been used to explain the nature and limits of the firm. Transaction cost theory, in general, maintains that firms are established to avoid some of the transaction costs in the market. A company grows when the external transaction costs are high relative to the internal transaction costs. If the external transaction costs are lower than the internal transaction costs the company will be downsized by for instance outsourcing. The ideas of Coase (1937) have been developed by many scholars, notably Williamson (1985), Grossman &  Hart (1986) and Hart (2008). The central theme is that the rules by which institutions are governed affect the investment level in transaction specific assets and alternative ownership structures. The concern is how ex post opportunism, due to incomplete contracts, affects the investment level, and how reallocation of the ownership of the assets alleviates suboptimal investment. Williamson (1986, p110) traces transaction costs to agents’ limited cognitive abilities: ‘Economizing on transaction costs essentially reduces to economizing on bounded rationality…’.
Transaction costs economics has stressed the role of governance structure in alleviating the ex ante as well as ex post problems. The problems associated with asset specificity are driving the analysis. However, many problems are so complex that only a limited number of choices can be anticipated ex ante. As a consequence, complexity rather than asset specificity may guide the choice of governance structure (Hendrikse 2003). This raises the cognitive issues of decision making. Examples are the price system economizing on attention (Hayek 1945), the competence-difficulty gap (Heiner 1983), organizational design to protect against the mistakes of fallible decision maker (Sah & Stiglitz 1986, Sobel 1992),  the coordination of activities within the firm (Milgrom & Roberts 1988), making inferences about the market environment (Rubinstein 1998), outsourcing (Tadelis 2002), the impact of the manager’s attention (Gifford 2004),  information partitions (Cremer et al. 2007), the spinning off of business lines to concentrate on the core business and to strengthen the abilities to compete (Fershtman & Kalai 1993), and so on.

Bounded rationality results in a theory of firm boundaries (Cremer et al. 2007). Nooteboom (2006) introduces the notion of a firm as a focusing device and explains the scope and boundaries of the firm. The need to achieve a focus in a firm however entails “a risk of myopia: relevant threats and opportunities to the firm are not perceived” (p158) and a bias specific to this type of firm. Limited attention is at the core of the analysis of hierarchies in Bolton & Dewatripont (1995) and Aghion & Tirole (1995). They capture the fact that ‘deliberation about an economic decision is a costly activity’ (Conlisk 1996, p669). The delegation of decision making authority within an integrated organization is studied. Both models assume that the opportunity cost of attention is exogenous and the size of the firm is fixed. Gifford (2004) presents a cognitive explanation of the decision by a firm to make an input within the firm or to out-source the production to another firm. A tradeoff between adopting new behaviors and adapting current behaviors is specified. Ortoleva (2008) defines the notion of thinking aversion, much in line with the definitions of risk or ambiguity aversion. It is the sum of the cost to find the optimal choice in a set and the cost to find out which is the optimal choice. “…the concept of ‘cost of thinking’ is connected to the broad notion of bounded rationality, understood as the presence of some form of constraints to the ability of the agent to process information: the cost of thinking could be seen as a way to represent such computational constraints” (p4). Decision making is thus characterized by a tradeoff. On the one hand, the agent prefers larger sets due to having more options to choose from. On the other hand, smaller sets since avoid the disutility associated with having to think about what to choose.  

Read et al (1999) introduce the concept of “choice bracketing”, a term that designates the grouping of individual choices into sets. They distinguish narrow bracketing “with an eye to the local consequences of one or a few choices” and broad bracketing “with an eye to the global consequences of many choices” (p172). Cognitive limitations in perception, attention, memory, and analytical processing, are argued to be “one important determinant of bracketing” (p187). Fryer & Jackson (2008) provide a link between categorization and social decision making. They build a model of how experiences are sorted into categories and how categorization affects decision making. They show that types of experiences and objects that are less frequent in the population tend to be more coarsely categorized and lumped together. As a result, decision makers make less accurate predictions when encountering such objects. 
Sah & Stiglitz (1986) make an important contribution relating people’s judgmental errors with the efficiency of various organizational forms. They distinguish different organizational forms with regard to how the agents are organized together and how the decision making authority is distributed in a system. The current article examines also the influence of the omission errors and commission errors on the relative performance of governance structures. We differ from Sah & Stiglitz (1986) by making the omission errors and the commission errors of an agent dependent on the governance structure because the model characterizes each governance structure with a distinct information partition. Instead of having either a good or bad project, the agents in our model face a variety of possible states regarding each task or project. They accept or reject proposals based on the expected benefit due to correctly identifying the state and the expected loss due to misidentifying the state. We believe that our proposal selection process captures better the structuring of information by a governance structure. There are rarely clearly right or wrong projects, but most of the initiatives have both potential benefits and potential loss. The matter is how governance structure shapes the ability of the agents to identify various ideas and possibilities.  
There are several ways to position our article in the literature. First, the behavioral assumptions opportunism and bounded rationality are often used in the analysis of governance structure. Most contributions start with opportunism, like transaction costs economics, while this article highlights the assumption of bounded cognition. It is in line with the behavioral approach following Simon (1955). People are not perfectly rational. When confronted with a situation they have available to them only a limited set of strategies or actions, and will only consider a small number of them. The reason for this could be many, but is likely due in part to a lack of awareness about the actions’ availability. We attempt to merge standard modeling ingredients like optimization and efficiency with bounded rational ingredients like partition and cognition. Second, there are various ways of modeling a firm, like a production function (Debreu, 1959), a contract (Jensen and Meckling, 1976), or a set of assets (Grossman & Hart 1986, Hart 2008). This article views the firm as a partition. We characterize various governance structures in terms of information partitions and analyze the bias of governance structures in a bounded rationality framework. Third, a recent development in the theory of the firm is the cognitive theory of the firm (Nooteboom 2006). It claims that different people possess different information to the extent that they have developed in different social and physical surroundings and have not interacted with each other. As a result, they see the world differently. The firm provides both a cognitive framework for interpreting data and intellectual habits or routines for transforming information into useful knowledge. Firms may also differ in their abilities to assemble and classify information and consequently to create knowledge, because of the manner in which they are structured (Fulton & Gibbings 2006). The governance structure encasing the firm “focuses its attention, creates its unique view of the environment, limits its search and investigation” (Burton & Kuhn 1979, p4). On the basis of different experiences, with different technologies and different markets, different contexts in which they have developed, and different organizational histories, different firms perceive, interpret, understand and categorize phenomena differently, creating different information in the supply chain. Our model evaluates how governance structures vary in the focus they provide. 

3 Governance structures from a bounded cognition perspective
We distinguish various governance structures in terms of partitions (section 3.1) and probabilities (section 3.2). 
3.1 Partitions

We deal with two agents, an upstream dairy farmer (F) and a downstream milk processor (P). Farmers’ production portfolio typically consists of more than just one product. We capture this by assuming that the upstream farmer has two production activities. (S)he produces potato in addition to milk which subsequently is handled by the processor. The processor has also two activities, milk processing and development of other dairy products like cheese, yogurt or ice cream. Both agents are confronted with a stream of heterogeneous opportunities associated with these four distinct activities. Examples of these business ideas and opportunities are product and process innovation, R&D, divestiture, marketing promotion, actions to cope with the competitors’ threats, the inter-functional coordination, and collaboration with other peers, and the like. The complex and time-consuming task of dealing with these ideas involves both ratifying or denying a project and then implementing the adopted project in a productive way. There is, in effect, uncertainty about the environment and the opportunity itself, which entails that the agents’ perception of the environment is inevitably partial and fragmentary and his knowledge about how to implement a project is consequently incomplete. For simplicity, denote a project associated with the upstream milk production as U1, that associated with the potato production as U2, that associated with the downstream milk processing as D1, and finally those associated with the development of other dairy products as D2. The project set to be identified is therefore 
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The ability to correctly identify and implement a project is clearly one of the key ingredients of successful management. If the agents are unbounded rational, they would have an adequate understanding of the situation and be aware whether the state of the environment requires U1, U2, D1 or D2 and carry out the project accordingly. The reality is often different and complicated. It is difficult to anticipate or consider all alternatives and all information. A decision maker may deal with complexity by storing past experiences in a finite set of categories. This finiteness of the set of categories reflects the central idea of bounded cognition that the number of categories used by the decision maker is small relative to the complexity of the environment (Heiner 1983). It follows that the decision maker’s ability to have one category for each kind of problem is inhibited. So (s)he is forced to group heterogeneous events in the same category. In agricultural production, there are considerable uncertainties due to, among other things, varying weather conditions and uncertain market developments. The quantity of the produce is often not completely known to the processor. Only the farmer knows exactly whether the potato yield this year is higher, lower, or the same as last year. And the prices of the produce are often difficult to assess by the farmer. A farmer is usually not in a good position to tell the trends of price fluctuation. In other words, there is information asymmetry of various kinds (Nilsson 2001, p332). Alternatively, grouping heterogeneous events into one category can be interpreted as limited understanding. Each agent with a limited number of cognitive units may have detailed knowledge of some specific situations, which makes it easy to identify some states but not others. For example, a farmer is usually apt to be singularly minded with respect to some particular commodities and a geographical area (Clodius 1957). It is likely that the farmer knows when an action relating to the production stage is necessary as he is knowledgeable about his own business U1 and U2, but it may be costly for him to distinguish D1 and D2, which are sorted more coarsely into one category. The partition reflecting such a farmer is denoted as 
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A governance structure systematically affects what information is made available to the agents (Hammond 1994). Here we distinguish four governance structures, namely, Market (M), Cooperative (C), Forward Integration (FI), and Backward Integration (BI). The influence of governance structure on the agents’ partition of information is so pervasive that both agents have a distinct partition in different governance structure. The precise partitions can be specified in a few ways, but the crucial aspect is the direction of the differences between governance structures. By Market we mean that two agents are independent. We assume that they both can distinguish the problems associated with their own activities.  A Cooperative is set up when a group of farmers collectively own the processor. To simplify we treat the group of farmers as one agent. With the farmer’s acquisition of the downstream control, the processor becomes an employee of the farmer, which reduces the processor’s attention on the downstream activities. (S)he will thus concentrate only on D1 given the farmer’s particular interest in milk processing. The farmer as the owner of the cooperative has to gain knowledge on the downstream stage of production and therefore make partitions with regard to both the upstream and downstream activities. By Forward Integration we mean that the farmer’s activities are expanded to include control of the processing of his/her products. In other words, the dairy processor is owned by the farmer. What distinguish FI from C is that the owner of the chain does not necessarily focus more attention on one of the products, like milk for the dairy cooperative. The two upstream activities are thus equally important, and so are the two downstream activities. The processor in FI is an employee of the farmer, and is less attentive regarding the downstream activities than (s)he would be in the Market, i.e. D1 and D2 are grouped in one subset. Backward Integration is similar with FI. The difference is that the processor acquires the ownership of the farm. The partition of each agent in the four governance structures is shown in table 1. 
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Table 1: The partition of each agent in each governance structure
3.2 Probabilities

Partitions are associated with the probabilities that the agents in various governance structures correctly or incorrectly identify a state. Assume the probabilities associated with the four states are 
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Before implementing any project, an agent has to decide which of the following four projects 
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he is facing. Each agent can correctly select some of the states without uncertainty due to the fact that they are perfect knowledgeable about these states. For examples, the farmer in the Market can identify U1 and U2 whereas the processor indentifies D1 and D2. With regard to other states, the agents may assign a certain probability of selecting each one of them, depending on the probability that each state actually occurs. Take the Cooperative processor as an example. Nature presents itself to the processor in two information sets. The first information set consists of one node. It reflects that the processor observes the choice D1 by Nature. The solution of the problem, or the implementation of the project, will be tailored entirely to state D1. The second information set consists of three nodes. It reflects that either U1, U2 or D2 has to be in place, but that the actual state is not known to the processor with certainty. (S)he has to choose U1, U2 or D2 without knowing what the actual state is. Bounded cognition entails that p(U1|D2)=p(U1|U1)=p(U1|U2), p(U2|D2) =p(U2|U1)=p(U2|U2) and p(D2|D2)=p(D2|U1)=p(D2|U2) .
To generalize, we define Г(k) as the probability matrix of agent k in governance structure Г, where Гij(k) is the probability that state j is selected by agent k in governance structure Г when the actual state is i. Table 2 shows C(F). The farmer in the Cooperative is able to identify all the states, i.e.  
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. The diagonal cells are filled with the probabilities that the right states are chosen while the off-diagonal elements reflect choosing the wrong state. 
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	U1
	U2
	D1
	D2

	U1
	1
	0
	0
	0

	U2
	0
	1
	0
	0

	D1
	0
	0
	1
	0

	D2
	0
	0
	0
	1


Table 2: State probabilities of the farmer in the Cooperative
Similarly, table 3 presents C(P). The processor is able to identify perfectly the state D1, i.e. 
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. The processor knows about the other states only that it is not D1. The probability that state D2, U1, or U2 is selected reflects the frequency specified by the probability distribution regarding the actual state.
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Table 3: State probabilities of the processor in the Cooperative
3.3 Sequence of decisions

This subsection presents a non-cooperative game theoretic model regarding the relationship between governance structure and project selection. The sequence of decisions is as follows. The choice of governance structure (market, cooperative, forward integration, or backward integration) is determined in the first stage. Then Nature presents the actual state in stage two. Each agent decides in stage three to accept or reject the project. In the end the agents implement the projects to which they have reacted favorably in the last stage. Figure 1 presents the strategies of agents in Cooperative. The cooperative farmer is perfectly informed about all the states and therefore accepts all projects, whereas the cooperative processor embraces all the projects that come his/her way only if he/she observes D1. The cooperative processor may accept or refuse the project when other states are observed.


 




Figure 1a: Strategy of the farmer in Cooperative



 




Figure 1b: Strategy of the processor in Cooperative

4 Efficient governance structures
We consider in subsection 4.1 the case where every agent has a strategy consisting of all projects being adopted. That is, the agents make only type II errors. In subsection 4.2, we take into account also the type I errors made by the agents when rejecting projects.
4.1 Type II errors
Define Bji as the benefit when state j is selected while the actual state is i. The loss associated with selecting the wrong state is captured by assuming that 
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 when j≠i. So the expected benefit of agent k in governance structure Г is 
[image: image27.wmf]4

1

()()()

kik

i

EpiB

=

G=G

å

, where
[image: image28.wmf]4

1

()()

ikijji

j

BkB

=

G=G

å

. 
[image: image29.wmf]()

ik

B

G

 represents the expected benefit for player k when state i prevails in governance structure Г. The expected benefit of governance structure Г is then 
[image: image30.wmf]2

1

()()

k

k

EE

=

G=G

å

. Table 4 presents the composition of the expected benefit of all governance structures. It is assumed for simplicity that Bii=s (success) and Bji=-f (failure) when j≠i, and s>0, f>0. That is, there is a benefit due to selecting the right state and a loss due to selecting the wrong state. 
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Table 4: The payoffs of the agents in the four governance structures
The expected benefits of Market, Forward integration and Backward integration are always equal, i.e. 
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. The reason is that their partitions are the same when the upstream and downstream parties’ partitions are put together, i.e. 
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 are grouped in one subset, and four subsets each with a state.  The expected benefits of Cooperative is 
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Straightforward calculations allow one to ascertain how the efficiency of governance structures is influenced by the probabilities of the states. The four governance structures are equally efficient if 
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. That is, governance structure does not matter when all states occur with the same probability because the number of cognitive units is the same across the four governance structures. The agents can make four partitions in every governance structure. The difference is how they partition, namely, which states are distinguished and which are not. When all the states are equally likely to happen, the only thing that matters is the number of partitions and payoffs. All governance structures generate the same benefits because of the same number of cognitive units, the same benefit of selecting the right state and the same loss of selecting the wrong state. Proposition 1 summarizes the result of comparison.
Proposition 1: Cooperative is uniquely efficient when 
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A small p means the states 
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Next we examine the case where the benefit due to identifying an upstream state differs from that due to selecting the downstream state correctly, i.e. 
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, and Bji=-f when j≠i, and sU >0, sD>0, f>0. We obtain 
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.  To compare the total payoffs of different governance structure, we look at 
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. Proposition 2 summarizes the implications of this expression. 
Proposition 2: Cooperative always generates less upstream payoffs and more downstream payoffs as compared to the other three governance structures. When 
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), Cooperative incurs less (more) loss than the other three governance structures.
This result can also be explained by the partitions of these governance structures. Cooperative has an advantage in distinguishing one of the downstream states and a disadvantage in distinguishing the upstream states. The expected loss is lower (higher) when the downstream state is more (less) likely to prevail.
4.2 Type I and type II errors 
The expected benefit of each governance structure is determined in the previous subsection given that a project is adopted by both agents anyway. This results in a benefit when the right state is selected, but it turns into a loss when the wrong state is selected, i.e. a type II error. Next we consider also the type I errors made by the agents. This is generated in the third stage of the game when the agents, based on his/her expected payoff, decide whether (s)he accepted or rejected a project given the state (s)he perceives. The project will always get the nod when the agent faces the state about which (s)he has perfect information. That is, the farmer (processor) in market accepts all projects regarding upstream (downstream) states and the cooperative farmer always says yes. If the project is turned down, the agent takes no further action and the expected payoff of the agent received from that project is 0. If the project is accepted, then the project implementation proceeds as specified above and results sometimes in a type II error. Sometimes rejection is the right decision, i.e. the project is not implemented in the wrong state. However, not ratifying a project may also entail that the wrong decision is taken. It prevents that a benefit occurs when the right state is selected. This is a type I error. Each agent in a governance structure has to make independent decisions whether (s)he will adopt a  project based on his/her own belief and expected payoff. 
Take Cooperative as an example. The farmer will accept all projects in that his perfect partitions of the states guarantee an expected benefit of s and a loss of zero. The same with the processor when (s)he is confronted with state D1. The processor will only consent to undertake a project with uncertainty when the expected benefit exceeds the expected loss, i.e. 
[image: image61.wmf]11

2

33

1

(321)(2)

2

()()()0

1

Pijji

iDjD

ppsppf

ECpiPB

p

¹¹

-+--

=G=>

+

åå

, which is equivalent to 
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. Similarly it can shown that the other agents with imperfect partitions (that is, both the farmer and processor in Market, the processor in Forward integration and the farmer in Backward integration) accept a project when 
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. The farmer in Forward Integration and the processor in Backward Integration will always give positive responses because their perfect knowledge and accurate partitions on all the states guarantee a positive payoff of s.
Overall, the larger is the gain due to successfully selecting the right state and the smaller is the loss due to the failure of doing so, the more likely an imperfectly informed agent is to accept a project. (S)he will only carry out a project when the expected payoff in that scenario is positive, which means each of them has a threshold in terms of the minimum gain-to-loss ratio. That is, an agent will accept a project if the success-to-failure ratio is higher than his/her threshold ratio and will reject a project when the same ratio is lower than the threshold ratio. Denote the threshold ratio for agent k in governance structure Г as 
[image: image64.wmf]k

T

G

. For example, 
[image: image65.wmf]C

P

T

 is determined by
[image: image66.wmf]11

2

33

1

(321)(2)

2

()()()0

1

Pijji

iDjD

ppsppf

ECpiPB

p

¹¹

-+--

=G==

+

åå

, i.e. 
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. For the other agents with imperfect partitions, the threshold is 1. A closer inspection of the threshold of the agents leads to proposition 3.
Proposition 3: When 
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.
Players with low thresholds are those who are prone to make type II errors and therefore accept more projects, while those with high thresholds are more likely to make Type I errors and are stricter in screening. Proposition 3 implies that the processor in Cooperative is less conservative than other agents in project selection only when the probability associated with the upstream stage is very low. In other cases, the Cooperative processor is more conservative than other agents. This conservatism is reflected in Cooperatives’ innovation strategies. Cooperative members may insist on a high expected return in order to undertake a project. For example, they often have a decision rule that only projects with an expected return in excess of 20 percent be undertaken. It is widely recognized that a cooperative enterprise usually does not assimilate all the opportunities for profit that come its way, but instead sticks to the original products and rarely expand to products that have little connection with its life blood (Helmberger 1966). Our result confirms the descriptions in LeVay (1983) that cooperative management is constrained and conservative, and cooperatives perform poorly in terms of growth. It also offer an explanation to Helmberger’s claim that ‘there may be markets that are essentially closed to the cooperative firm but open to others’ (1966, p143). Cooperative enterprises pursue fewer initiatives and are more inert to change than other enterprises. The inertia to adjust to the changing market and technology constitutes a serious threat to the development of cooperatives. Proposition 3 is visualized by figure 2.











Figure 2: Thresholds of the agents in the four governance structures
The threshold curves of the five agents with imperfect partitions divide the area where 0<p<1 into four zones, as numbered by I
, II, III and IV in figure 2. In zone I
, the gain-loss ratio is higher than the threshold of the Cooperative processor and lower than the threshold of the other four agents. Therefore all the agents, but the Cooperative processor, decline the project when faced with uncertainty regarding the state. In this case, the cooperative is only subject to the type II errors and the other three governance structures are subject to the type I errors. Similarly zone II covers the cases where all five agents adopt the project. All governance structures are subject to only type II errors. Zone III corresponds to the cases where only the Cooperative processor denies the project and the other four agents respond favorably. The Cooperative processor makes the type I errors while the other agents make the type II errors. Zone IV reflects the cases where all agents dismiss the project when an information set consists of more than one node. Only type I errors are committed in all the governance structures.
Next we compare again the performance of the four governance structures taking account of the project selection stage prior to the project implementation discussed in previous subsection. Start with zone I
, the expected payoff of the Cooperative consists of the expected payoff of the farmer, s, and that of the processor, i.e., 
[image: image72.wmf]11

2

33

1

(321)(2)

2

()()()

1

Pijji

iDjD

ppsppf

ECpiPB

p

¹¹

-+--

=G=

+

åå

. The expected payoff of the Market is the sum of the expected payoff of the farmer when the state U1 or U2 prevail, i.e. ps, and that of the processor when the state D1, or D2 prevail, i.e. (1-p)s. The total payoff of the Forward Integration (Backward Integration) is equal to that of the farmer (processor), i.e. s. Straightforward comparison shows that the expected payoff of Cooperative is larger than the other three governance structures. The relatively high probability of D1 grants the Cooperative an advantageous position. We compare in a similar way the expected payoffs of the four governance structures in the other three zones. Cooperative is uniquely efficient in zone IV where the agents only accept the project when they are sure about the true state. Cooperative performs better given the extra unit of partition on D1. In zone II, Cooperative is efficient when p<0.5 and the other three governance structures create more payoffs when p>0.5. This is easily understood given Cooperative’s advantage in distinguishing D1. Cooperative dominates in zone III when 
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. Here the Cooperative makes the type I errors while the governance structures make the type II errors. The potential loss of making type I errors has to be relative low and the probability associated with D1 has to be relatively large for the Cooperative to outperform. These results are summarized in figure 3.










Figure 3: The efficient governance structure
Proposition 1 claims that a Cooperative is only efficient when 
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, if only type II errors are considered in the calculation of benefits. Figure 3 implies that Cooperative can also be efficient when 
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if type I errors are taken into account.  This result has an intuitive explanation. According to proposition 3, when 
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, the processor in Cooperative is very conservative in proposal selection. The low success-to-failure ratio entails that the potential loss is larger than the potential benefit. The relative advantage of Cooperative in rejecting proposals that are not profitable becomes increasingly important. Consequently, Cooperative is more likely to be efficient in that it now has an option to reject the proposal and avoid type II errors.

5 Conclusions and further research
There is a growing awareness that the bounded cognition of people has implications for firms and their governance structures. Despite the fact that human behavior falls short of the rational ideal in important ways, these behaviors can be incorporated into policy design in a way that can improve the efficiency of decision making (Thaler & Sunstein 2008). Our model addresses governance structure from a bounded cognition perspective. There are two main contributions. First, governance structures differ in their allocation of attention. This is captured by each agent in each governance structure grouping states in a unique way. This has an impact on when and how frequent the wrong state regarding the implementation of a project is selected. It captures on the one hand the way governance structure channels attention and cognition, and on the other hand distinct ownership features of each governance structure. Second, the efficient governance structure is determined by the bias of each player in terms of type I and type II errors. The influence of the bias on the relative performance of the governance structures depends on the probability of the various states and the size of the potential benefit and loss. Cooperative is efficient when the downstream state is more likely to occur because of its specific focus. Cooperative processor is more conservative than other agents, which renders it an advantage when the potential loss due to selecting the wrong state is large. This may have implications for a cooperative enterprise’s diversification (the “make-or-buy” decision) and innovation strategies.
There are various possibilities for further research. First, the model specifies one farmer and one processor. However, an important aspect of cooperatives is that the society of members owns the infrastructure of the downstream processor. This raises many issues of collective decision making, and it becomes more difficult when there is also member heterogeneity. A first start to model these issues is to distinguish at least two farmers, where each farmer is characterized by a distinct partition. Having two farmers allows for many additional governance structures, like an association, homogeneous cooperatives, and heterogeneous cooperatives, where each governance structure is expected to channel and shape information in a unique way. Second, the above model is silent about the role of a CEO in a cooperative. One of the roles of a CEO from an information partition perspective is that (s)he serves as a linking pin (Likert 1961), i.e. an interface connecting the upstream and down stage of production in order to realize complementarities. In the language of our model, the unique partition of the CEO serves as a cognitive bridge between the world (partition) of farmers and the world (partition) of the processor. This allows for determining the value of the CEO from a cognition perspective. Third, future research may endogenize the number of cognitive units in various governance structures. The current model assumes that the number of cognitive units is fixed across governance structures in order to make a fair comparison. Endogenizing the number of cognitive units may start to address the efficient incompleteness of contracts (Grossman and Hart 1986). 
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� To keep it simple, we assume that each type of project can be assigned to just one subset, although we realize that in the real world there might be projects associated with a combination of various activities and this assumption is with some loss of generality.
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