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Abstract

This paper contributes to the evaluation of the impact of FDI on host countries by taking into account the regional dimension of FDI spillover effects. The methodology accounts for the effects of FDI on the change in technology as well as the change in efficiency of domestic firms. The empirical analysis focuses on Ukraine. The conclusions indicate that foreign presence has negative effects on the productivity change in Ukraine and on technical change. The nature of the impact of foreign presence on the performance of firms in the western and eastern parts of the country differs. It is argued that the results reflect a complex nature of FDI inflows into the two distinct parts of Ukraine as well as deep economic and institutional difference within the regions.
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1. Introduction

It is well established in the FDI literature that the entry or presence of foreign MNC affiliates does not benefit the host country automatically. In order for FDI to be a catalyst for economic development, rather than a detrimental force, some conditions must apply relating both to the local economy and the foreign investment firms. Earlier studies have explored the importance of a number of market characteristics, including competitive structure and technological gap, which exests between foreign and domestic firms (Djankov and Hoekman, 2000, Damijan at el., 2003, Konings, 2001, Sinani and Meyer, 2004 and Smarzynska Javorcik, 2004). Nevertheless, there are no studies, to our knowledge, which combine the economic and the institutional aspects of the impact of foreign direct investment. 

Empirical evidence shows that the “ability to adapt new technologies depends on the institutional infrastructure, education, geography, and resources devoted to R&D” (Maurseth and Verspagen, 1999). Geography or location may be important for reasons other than those related to proximity to foreign-owned enterprises. It is commonly assumed that the nation state is one of the most appropriate economic unit for the analysis of spillovers (as well as other economic phenomena) because borders define and determine common formal institutional differences. This study goes beyond the existing literature on FDI spillovers by examining the regional aspect of the impact of FDI. We hypothesize that the impact of FDI may vary between different parts of the country, and that these variations are attributable to the interregional differences in the type of FDI inflows and the prevailing institutional setting. In the context of Ukraine, it is possible to distinguish between two principal types of FDI capital inflows: one which has its origins in more developed countries and another which has its origins in offshore banking centres such as Cyprus and the Virgin Islands. For the Ukrainian economy, the main difference between the two types of FDI concerns the knowledge intensity and the potential to generate spillover effects. The two types of FDI might have comparable direct effects – in terms of job creation, technology transfer, and influence on the current account for example. However, it is hypothesised that the indirect effect are different, most especially at the disaggregated level of the performance of domestic firms, where performance is measured not only by changes in productivity, but by the changes in the efficiency and technology. In this study, we measure and evaluate technical and efficiency change by employing a non-parametric technique, namely, decomposing the Malmquist Productivity Index.

Recent economic and political developments in Ukraine provide evidence to the effect that there is a strong division between the East and the West of the country. Historically, the eastern part of the country was under the influence of the Russian empire, while the western regions, formerly part of the Austro-Hungarian Empire were more strongly influenced by the West. Soviet rule did not remove the institutional differences between these two parts of the country. There is, for example, a striking difference when it comes to attitudes towards FDI declared by the leading political parties in these two parts of Ukraine. Whereas the pro-western political wing is more welcoming of FDI, the eastern block is more inward-oriented, preferring domestic investment rather than FDI, especially when foreign investment comes in the form of mergers and acquisitions (M&A). These regional differences may influence the pattern of behaviour on the part of foreign investors in the two parts of the country. Furthermore, they may lead to very different spillover effects. Hence, the purpose of this paper is to examine whether regional differences of the kind noted do indeed result in different impact of FDI. 

The paper is set out as follows: section 2 discusses previous studies on FDI, regional aspects of FDI spillovers in transition and non-transition economies, while Section 3 presents an overview on FDI in Ukraine and its regions. Section 4 describes the dataset and discusses the methodological strategy employed. In section 5 the main results are discussed. The principal conclusions are presented in section 6. 

2. Literature review

Some economists argue that internationalization has reduced the importance of national borders and that “the advanced nations have come to share a common technology” (Nelson and Wright, 1992). However, the results of empirical analyses of technology development and transfer across international borders are ambiguous. 

The 2005 World Investment Report indicates that the inflows of FDI into transition economies have been increasing in recent years and that there are prospects for further growth. At the same time, the expansion of foreign business, including R&D-intensive, is foreseen to increase in several countries in Eastern Europe, which have already experienced large increases in this type of activity (Chapter 1, World Investment Report, 2005). These trends have resulted in optimistic expectations on the part of some transition economies about the prospects of gaining positive spillover effects from advanced foreign knowledge. There are also new, potentially profitable, opportunities in the primary sectors, which are forecast by World Investment Report (2005) to attract more FDI in the future. Notable examples of these include gas and oil in Russia and some Asian countries of the former Soviet Union; steel and similar branches in Ukraine and other countries.

Recent statistical analyses of FDI spillovers, particularly in transition countries, have yielded mixed results. Empirical studies by Djankov and Hoekman (1998), Damijan at el. (2001), and Konings (2001) provide evidence that technology has been transferred to firms in transition economies primarily through FDI, but no significant positive spillover effects of FDI have been found. Indeed, in some cases, there is even evidence of negative spillovers
. Sinani and Meyer (2004) provide evidence of this from Estonia, where they find that whereas competition from both foreign and domestic firms promotes sales growth for domestic firms, domestic firms fail to catch up with foreign firms in most industries. These results imply that the absorptive capacity of domestic firms in these industries is below the minimum threshold necessary to modify and apply the advanced technology of foreign firms.

Among the main methodological explanations for these results, are the possible differences between intra and inter industry effects have recently been examined by Smarzynska Javorcik (2004a). Since multinationals have an incentive to prevent information leakages which would enhance the performance of their local competitors in the same industry, it is more likely that local firms in the host county benefit from knowledge transfers as a consequence of vertical linkages with foreign firms (Smarzynska Javorcik, 2004a). However, different types of knowledge have different propensities as to spill over. Marketing and management knowledge, for example, is more tacit than product and process technology, and is, therefore, more likely to spill over to domestic firms given the appropriate conditions. 

Some studies find that the presence of foreign multinational companies raises the productivity of locally owned firms in other industries, presumably through various linkages, but only if they are located in close proximity to foreign multinationals (Sjöholm, 1999). Part of the reason why economic activities cluster is to realise agglomeration economies-of-scale
. One sub-group of agglomeration economies is generally labelled localisation externalities, and are attributable to Marshall (1890), Arrow (1962), and Romer (1986). Such spillovers minimise transport and transaction costs for goods, people, or ideas. Thus to benefit from them, firms within a specific industry locate near other firms along the supply chain (be they customers or suppliers); locate near other firms that use similar labour; and/or locate near other firms that might share knowledge (Ellison, et. al., 2007)

The need for close physical proximity (and density) is mainly predicated on the notion that a significant part of knowledge that affects economic growth is tacit (and therefore difficult to codify). Such knowledge does not move readily from place to place as it is embedded in individuals and firms and the organizational systems of different places (Gertler, 2003). Geographic boundaries therefore are important, since spillover affects are limited by distance. The geographical proximity of foreign firms to the local market is one of the important determinants of spillover effects (Thorton and Flynne (2003); Bottazzi and Peri (2003); Henderson (2003); Baldwin et. al. (2008); Torlak, 2004; Audretsch and Feldman, 1996)
. Furthemore, spillovers are regionally confined and decrease with distance. This is not surprising, since key channels for FDI spillovers such as labour turnover, demonstration effects, competition and cooperation with upstream suppliers (backward linkages) and downstream customers (forward linkages) - are geographically restricted in many industries. 

Regions show differential capabilities to absorb and translate available knowledge into economic growth. Empirical evidence shows that the “ability to adapt new technologies depends on the institutional infrastructure, education, geography, and resources devoted to R&D” (Maurseth and Verspagen, 1999). Geography or location may be important for reasons other than those related to proximity to foreign-invested enterprises. It is commonly assumed that the nation state is the appropriate economic unit for the analysis of spillovers (as well as other economic phenomena) as national borders determines the limits of indigenous formal institutions. Formal institutions include chamber of commerce, credit registries, moneylenders, land inheritance norms, disclosure requirements on companies, judicial systems, competition laws, etc (North, 1990). However, economic performance is also influenced by informal institutions, such as norms and habits, e.g. the way the above-listed formal institutions work in practice and the attitude of people to them, reciprocity among business partners, culture, ethical norms and values, etc. Hence the importance of the regional innovation system in facilitating firms to acquire external knowledge manifest in the concept of the ‘learning region’ (cf. Cooke and Morgan, 1998; Oughton et. al., 2002; Cooke et. al.., 2003; Howells, 2002; Asheim and Gertler 2005).

The more distant foreign affiliates are from their traditional suppliers, the higher the probability that they will seek to install linkages with local suppliers (Rodrigues-Clare, 1996). High transport costs and the ease of establishing linkages with local suppliers are important determinants for the local economy to benefit from foreign presence. There is a greater prospect for domestic firms to internalize organizational knowledge by interacting with foreign firms that operate in the same region or district (either as suppliers or customers). It is also more likely that spillovers will occur if the foreign affiliate is seeking to supply the local market
. The type of technology may also matter. Product and process technology in the high-tech industries are more difficult to transfer to the affiliate, and may be better protected by MNC affiliates in transition economies.

The importance of institutional development has been widely discussed in the institutional economics literature (North, 1990, Stiglitz, 1999). There is a strong agreement that both formal and informal institutions matter in developing an effective market economy
. At the same time, there is no consensus on the path of institutional changes (see the conclusions of the World Development Report, 2002). Not only every transition country, but also every region within one country, has had its own way of institutional development during the unique experiment of evolution from the planned economy to the market economy.

While the importance of institutional development has been growing there is very little discussion on how differences in institutional characteristics, especially at the regional level, may influence economic outcomes of FDI. One study, by Smarzynska Javorcik (2004b), finds that weak institutional protection in Eastern Europe and the former Soviet Union deters foreign investors in those sectors that are technology-intensive and, therefore, heavily reliant on intellectual property rights. Moreover, a weak intellectual property rights regime encourages investors to undertake projects focusing on distribution rather than local production.

 Altomonte and Colantone (2005) provide an empirical analysis of the regional growth disparities in Romania. They find that the spillover effects from FDI are unbalanced across regions, with positive spillovers detected only in the best performing areas and some evidence of crowding out of domestic firms in the lagging regions. They observe heterogeneous behaviour on the part of foreign firms over time and argue that the presence of MNEs tends to exacerbate regional disparities, magnifying the different initial conditions. Carrington’s (2003) findings from a spatial analysis of spillover effects also clearly distinguish between convergence and divergence movements within European countries. Here the economic convergence of regions and spillover effects depend on such factors as location, previous economic performance and, importantly, on both the formal and informal institutions present in the region. Carrington predicts that the enlargement of the EU towards Central and Eastern Europe, where the market institutions are historically different, can be expected to increase regional disparity within the EU.

In summary, existing empirical evidence suggests that the spillover effects of FDI depends upon a set of host country characteristics. The value of the technology that foreign firms bring with them is crucial to the economic impact on domestic firms. Foreign firms are not eager to transfer the newest technology if there is no compelling reason to do so stemming from the host economy. High levels of competition, a strong national system of innovation and formal and informal institutional features at the country and regional level are important determinants of spillover effects from FDI. 

In principle a cross-country analysis of the importance of informal institutions in the economic development is difficult to undertake, because of the differences in formal institutions. Similarly, to find a country with a distinct division in its informal institutions is also not easy. While it may be impossible in practice to disentangle the effects of informal institutions from other cross-country differences, it may be possible to detect the importance of informal institutions by exploring the impact of FDI across regions within a given country (where the formal institutional setting is fixed). The differences in the informal institutions sometimes lead to the differences in the attitude towards FDI and foreign presence in the region. This can influence the pace and directions of the assimilation of new technologies by domestic firms and affect the overall impact of foreign presence on the local economy. 

Previous evaluations of spillover effects using standard econometric methods have not been sensitive to the institutional differences, which exist across countries and across regions within countries. This study seeks to identify the possible importance of these institutional differences at the regional level. It does so using Ukraine as case study, a country with social, historical and cultural differences between its East and West regions, differences, which have recently become more publicly apparent.

To visualize the East-West divide in Ukraine, use may be made of the map of the outcome of presidential election in November 2004, which brought a pro-western president, Viktor Yushchenko, to power. Appendix 1 shows a clear regional division of people’s ideas about the direction, which Ukrainian economy should take. The political map illustrates that nine regions on the East and South of Ukraine supported the pro-eastern block of Viktor Yanukovych, and the rest of the country’s fourteen regions supported the “orange revolution” and Mr. Yushchenko. The same pattern of division holds for the Parliamentary election held in March 2006, where the vast majority of people in the same nine regions on the East supported a party led by Mr. Yanukovych (Regions’ Party).

While being imperfect, such a strong division of votes reflects deep institutional differences, which also influence day-to-day economic activity in both eastern and western parts of Ukraine, and particularly with regards to attitudes towards FDI. While openness to FDI is declared as welcome by both parties, attitudes were revealed to be different after the privatization of a big steel plant, “Krivorizhstal,” and its purchase by a foreign holding company in 2005. This step was supported by the pro-Western government but severely criticized by its opponents in the East. The damaging nature of “home-base exploiting” type of FDI is emphasized by the Regions’ Party, which stresses that reliance on domestic investment is the more appropriate strategy for economic development in Ukraine.

First, the impact of FDI on productivity of domestic firms in Ukraine as a whole is examined. Productivity is then decomposed into two components: the change in technology and the change in efficiency and the impact of FDI on each component is then examined again for Ukraine as a whole and for the two parts of the country: East and West.

3. Foreign vs. domestic knowledge: two sides of one economy

As in the case of the most post-Soviet countries, the first statistics on FDI inflows into Ukraine are published after the demise of USSR, in 1992. The main trends of the development of FDI inflows into Ukraine and seven neighbouring countries – Russia, Belarus, Poland, Slovakia, Hungary, Romania and Moldova – are presented in Figure 1.
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Figure 1 shows Ukraine near the bottom, with the third lowest level of FDI inflows, above only two other post-Soviet countries – totalitarian Belarus and relatively small agricultural Moldova. The highest level of FDI in the 90s was seen in Hungary and Poland, where rapid economic policy changes, with strong reliance on openness to FDI were introduced early in the reform process. Figure 1 also shows that most recently, among other neighbours of Ukraine, Russia and Romania experienced the most rapid increases in FDI inflows.

Several reasons accredited for the low level of foreign investment in Ukraine, particularly in the first few years of independence. There was a highly unstable macroeconomic environment marked by hyperinflation - Ukraine had the second highest level of inflation of all post-Soviet Union countries: the country experienced major structural change in vital sectors of the economy, including the break up of old linkages, high unemployment and privatisation, where the scope for domestic investment was very limited. Bottlenecks in domestic investment resulted in increased hopes of investments from abroad. These hopes for FDI were associated, first and foremost, with transferring of newer technology and management knowledge from more advanced market economies, on the expectation that both will eventually spillover to domestic firms in Ukraine. Although all within the political and economic establishment sought FDI, Ukraine was not to prove to be an attractive destination of foreign investments.

An analysis of cross-country origins of FDI inflows into Ukraine reveals some interesting facts. Figure 2 shows that among the main foreign investors in Ukraine, alongside major economies like the United States (13.81% of total FDI stocks on the end of 2004), the United Kingdom (10.72%) and Germany (7.5%) are offshore havens such as Cyprus (12.4%), Virgin Islands (6.51%) and Russia (5.48%). 

This situation is not unique to Ukraine; a similar story could be told about a number of post-Soviet countries. It is usually associated with money laundering via offshore banking havens. Illegal business has not been adequately controlled by the state and, along with the high levels of official corruption reported by many international observers, it was widespread in Ukraine during the first years of transition.












The high level of FDI inflows from offshore banking centers such as Cyprus and the Virgin Island most probably originated in Ukraine or Russia, and have come back to the owner in the form of FDI - a practice known as “roundtripping FDI.” While the most profitable investments are assumed to take place in the more industrially developed regions, this type of investment can be assumed to partly explain the apparent advantage Eastern Regions have had in attracting foreign investments. 

For the Ukrainian economy, the main difference between the two types of FDI – that which originates in more developed countries and that which originates in offshore banking centres – concerns the knowledge intensity associated with FDI and its potential to generate spillover effects. While the two types of FDI might have comparable direct effects – in terms of job creation, technology transfer, and influence on the current account – their indirect effects on the overall economy may be very different. 

One strand of evidence concerns the influence of FDI on the growth of domestic firms, known as the ‘spillover effect’. The value of the technology that foreign firms bring with them is crucial to the economic impact on domestic firms. This knowledge, having some of the features of the public good, has the potential to spill over to local firms in the host economy. However, the share of investment consisting of money laundering that returns to Ukraine via FDI is hypothesized to have low technological value and therefore weak spillover effects on the performance of domestic firms. 

Although the theoretical nature of the spillover effect is well-defined, the methodology to determine the magnitude of its empirical effect is varied and contested. Different determinants of such effects, for example stemming from the behaviour of the foreign firms and different patterns of local economic and institutional development, must be taken into account. Given the particular nature of FDI in Ukraine, this paper makes an attempt to capture the different aspects of the impact of foreign presence by looking for  FDI spillovers beyond the change in the productivity of domestic firms. A deeper evaluation of two components of productivity change – technical and efficiency change – is agued to be a more appropriate methodology in the instance of Ukraine, where much FDI comes from offshore zones and does not necessarily bring more advanced technology into the country.

Implementing this task meets a few challenges. For reasons of confidentiality, it is hard to trace the origin of FDI and its destination at the firm and even industry level. While ‘round tripping investments’ might be spread over all regions of Ukraine one may assume that most of them will be found in the regions with the most amenable economic and institutional environment. For example, a so-called special economic zone in Donetsk Region (one of the biggest regions in the East of Ukraine) had 63 projects with foreign investments equal to 845,1 million USD by the 1st of June 2007. About 40 percent (338,2 million US dollars) of this capital came from Cyprus offshore zone
.
The Eastern regions are endowed with large scale manufacturing plants, built during the Soviet era and before. Throughout the last few decades, the capacity of the plants has been exploited without much-needed new capital investment. The technology used by old scale-economy factories is for the most part obsolete. 

A further challenge is the search for accurate measures of institutional differences at the level of the region. In this study the size of the region, its growth and the magnitude of its research activity are used as controls. Additionally, however, the dataset is disaggregated by region and the impact of FDI on the three dependent variables is examined further separately.

In the next section a detail description of the data used for this study is described and the novel methodology used to evaluate the impact of FDI is discussed.

4. Data analysis and model estimation

The study makes use of three datasets: firm level data (Bureau van Dijk Amadeus database); data on economic and innovative activities in the regions of Ukraine (Statistical Yearbook of Ukraine); and producer price index (PPI) (WIIW dataset). 

The Ukrainian manufacturing sector has been chosen as the focus of the empirical case because much of the FDI into the manufacturing sectors (and especially the export-oriented sectors) comes from offshore bank havens and is suspected to originate from illegal activities inside Ukraine itself. In other words, some FDI into manufacturing sectors may constitute money laundering
. This is expected to impact upon the way FDI influences domestic firms in the host economy. 
Regional features of the firm-level Amadeus data used in this study are highlighted in Table 1. Table 1 shows that during the observed period the share of foreign firms in the whole sample of manufacturing firms varies by approximately 8%
. The sample size almost tripled from the initial 923 firms in total in the initial period (1999-2000), to 2,758 observations in the later period (2002-2003). In the first two-year period 1999-2000, there are more firms from the East of Ukraine than from the West. In the following periods the share of firms from the West increases. This increase in the total number of observations  from 1999 to 2003, and in particular in the relatively increased population from the West, is due to specific features of the random nature of the data collection process and imperfect reporting rather than the exit of the firms. Consequently, the fluctuation in coverage does not purport to reflect a systematic pattern of change in the size of any given industry. Note: Because of the special status of Kyiv-city (capital) and Sevastopol-city (special military zone), firms from these cities have been excluded from the samples of the West and the East, respectively. 

Table 1. Descriptive statistics of the number of foreign and domestic firms in total number of firms by industry in East and West of Ukraine

	Industry
	Total No of firms
	FIEs, %
	West,%
	East, %
	Total No of firms
	FIEs, %
	West, %
	East, %
	Total No of firms
	FIEs, %
	West, %
	East, %
	Total No of firms
	FIEs, %
	West, %
	East, %

	
	1999-2000
	2000-2001
	2001-2002
	2002-2003

	Food products, beverages and tobacco
	305
	6.56
	54.43
	42.62
	932
	3.22
	62.88
	33.91
	1150
	5.04
	65.91
	31.22
	1085
	5.53
	65.62
	31.34

	Textiles and textile products
	149
	7.38
	53.02
	37.58
	290
	7.59
	52.76
	35.52
	380
	9.47
	57.63
	32.37
	337
	10.39
	58.75
	30.86

	Leather and leather products
	19
	26.32
	84.21
	0.00
	60
	10.00
	78.33
	10.00
	85
	15.29
	82.35
	8.24
	88
	15.91
	84.09
	6.82

	Wood and wood products
	33
	6.06
	36.36
	30.30
	90
	7.78
	37.78
	31.11
	113
	8.85
	38.94
	29.20
	115
	7.83
	39.13
	28.70

	Pulp, paper and paper products; publishing and printing
	18
	38.89
	11.11
	88.89
	29
	27.59
	44.83
	51.72
	24
	33.33
	45.83
	54.17
	30
	26.67
	43.33
	53.33

	Coke, refined petroleum products and nuclear fuel
	49
	18.37
	22.45
	59.18
	119
	14.29
	34.45
	48.74
	150
	13.33
	36.67
	48.00
	144
	14.58
	35.42
	49.31

	Chemicals, chemical products and man-made fibres
	17
	11.76
	41.18
	35.29
	49
	8.16
	36.73
	46.94
	71
	9.86
	43.66
	42.25
	71
	8.45
	46.48
	39.44

	Rubber and plastic products
	102
	6.86
	48.04
	46.08
	269
	2.60
	50.56
	41.26
	341
	2.93
	51.91
	40.76
	326
	3.37
	51.23
	40.80

	Other non-metallic mineral products
	94
	17.02
	14.89
	84.04
	189
	11.64
	27.51
	62.96
	243
	9.88
	31.28
	57.61
	223
	11.66
	30.49
	57.85

	Basic metals and fabricated metal products
	137
	8.76
	26.28
	59.12
	254
	5.12
	31.89
	54.33
	338
	4.44
	38.76
	50.59
	339
	4.72
	38.35
	50.44

	Total
	923
	9.86
	42.47
	49.19
	2281
	5.96
	50.90
	40.20
	2895
	6.94
	54.30
	37.55
	2758
	7.47
	54.06
	37.38


Notes: FIEs – Foreign Investor Enterprise; West - Western Regions of Ukraine; East - Eastern Regions of Ukraine (see Figure 2 for the definition of the East and the West). Source: Amadeus dataset, 2005

The presence of substantial offshore FDI in the Ukrainian economy and the nature of the regional differences, illustrated by political and economic developments, is the basis of the argument that foreign presence has different impacts on the performance of domestic firms in Ukraine. Moreover the impact of foreign presence on domestic firms differes when measured not only in terms of productivity, but also when measured in terms of efficiency and technical change. 

The intuitive and technical details of the concept of productivity, efficiency and technical change may be explained using Appendix 2. The graph in Figure 1 shows two technological frontiers in period s and t. Each frontier represents the connecting points between observations with the best performance. Here, performance is evaluated in terms of one output (firm’s turnover), which is maximized, and three inputs (the costs of capital, labour and materials). The fact that the technological frontier envelopes data points and does not make any assumption about the function of the error distribution is reflected in the name of the technique used to estimate it - Data envelopment analysis (DEA). Next, Shephard’s distance functions
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 are used to estimate a geometrical mean with different technology base periods
: two relative to the frontier at time s and two relative to the frontier at time t. The example of the DEA linear program used to estimate the distances of each point to the frontier is given in Step 1 of Appendix 2.

These four distances are later used to form the Malmquist productivity index (1953) as described in step 2 of Appendix 2. To estimate the Malmquist Productivity Index all firms were grouped in consecutive two-year balanced panels (the first option in Figure 2 of Appendix 2), where the chain method was used to identify a current period t and a base period s. Figure 2 also presents some alternative options to estimate the MPI for five-year panel dataset (1999-2003). To minimize the loss of observations in the sample the option of consecutive years’ comparison was chosen. The alternative possibility of estimating the MPI with a longer time lag is presented in options 2, 3 and 4. The time lag with which MPI is estimated can influence the second step evaluation results of the spillover effects from foreign presence (for example, see Smarzynska Javorcik, 2004a). We do not introduce a time lag at this stage, because too many observations would be dropped. To use a specification with a time lag, a more balanced dataset with additional periods would be required. 

The Malmquist Index 
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 is distinguished by the possibilities it offers for decomposition and aggregation. The most popular decomposition of the index was proposed by Fare et al. (1994) and comprises two sources of productivity change: technical change and efficiency change (see step 3 in Appendix 2 for the formula). 

Graphically (using Figure 1 in Appendix 2) the technical change can be related to a shift of the technological frontier and the efficiency change to a move on the part of the firm relative to the changing technological frontier.

Algebraically, for output oriented distance functions, a Malmquist Productivity Index greater than unity implies an increase/growth in total factor productivity (TFP) in the current period t relative to the base period s (and, conversely, a negative change/reduction in TFP if the MPI is less than unity). The results of a decomposition of the sources of TFP change should be interpreted in a similar manner. Technical change (TC) is illustrated by a shift in technological frontier, when the technological frontier is defined as a surface enveloping the hyperspace of N x M dimension of the most efficient firms (where N and M is a number of inputs and outputs). This frontier also serves as a benchmark for the rest of the firms. If TC is greater than unity, then technology improvement is observed. Meaning that the frontier moves in the direction to envelope more efficient observations and technical change is equal to (TC-1) percent. A technical change score less than unity indicates technology deterioration by (1-TC) percent or the opposite movement of the technological frontier. Efficiency change (EC) shows the movement of a firm relative to the technological frontier. It can be interpreted as a catching up effect when this component is greater than one and a lagging behind effect when it is less than one.

In the second stage of the empirical investigation the regional differences in Ukraine are introduced into the model to analyse the impact of foreign presence on the various indicators of the performance of domestic firms in the regions. In this respect, the approach adopted here differs from previous studies, where the spillovers were analyzed only at the industry level. The general three empirical models are established as follows:

MPIirt=f(FDI_Spillrt, Ind_Devrt R&D_Activityrt Sizeit, Ageit, IAit) + uit

ECirt= f(FDI_Spillrt, Ind_Devrt R&D_Activityrt Sizeit, Ageit, IAit) + uit
TCirt= f(FDI_Spillrt, Ind_Devrt R&D_Activityrt Sizeit, Ageit, IAit) + uitt
                  
where i - is a domestic firm, r – a region, t – a time period, MPI is the Malmquist productivity index; and EC (efficiency change) and TC (technical change), the components of MPI for each domestic firm estimated within each sector (see formula 6).

All three models are estimated using the Generalised Method of Moments (GMM) systems approach available in STATA 10 (Arellano and Bond, 1998). This is to allow for potential endogeneity of factor inputs and output (in our case MPI, TC and EC). This method is sufficiently flexible to allow for both endogenous regressors (through the use of appropriate instruments involving lagged values – in levels and first differences – of the potentially endogenous variables in the model such as, performance measures, size of the firm and age, are treated as endogenous.) and a first-order autoregressive error term.
 With respect to proxies for spillovers, FDI_Spillrt captures the level of foreign presence in region r at time t and is defined as foreign equity in the region normalized by the total investment in the region, where the size of economically active population (aged from 17 until 70) is used as a proxy for the size of the region. The total investment in the region is used to denominate the size of FDI flows in the region, allowing for FDI_Spillrt to increase with the relative increase of FDI capital and not just the size of the region.

The Ind_Devrt variable is defined as gross regional product per capita in each region r at time t. The higher the value of the variable the more industrially developed the region is. The term ‘industrial development’ is used here as a proxy for the total level of economic activity in the region and does not refer to the scale of the manufacturing sector in the region. This parameter is introduced into the model to take into account differences in regional economic development which might potentially cause bias in the estimate of spillover effect. 

The data on the size Region_Sizert and R&D activity of the region was proxied by the number of employees and the spending on R&D in the region respectively.
Firm-specific intangible assets, age and size effects are to be captured by IAit, Sizeit, and Ageit variables of each firm i at time t. Here, age is expressed as the number of years since the establishment of the firm and size is proxied by the number of employees in the firm in each year. 

The correlations between the main variables are presented in the Table 2.
Table 2.
	Description
	Variable
	MPIrt
	TCrt
	ECrt
	FDI_Spillrt
	Sizeit
	Ageit
	IA
	Region_Sizert
	Ind_Devrt
	RD_activity

	Productivity change
	MPIrt
	1.00
	
	
	
	
	
	
	
	
	

	Technical change
	TCrt
	0.69*
	1.00
	
	
	
	
	
	
	
	

	Efficiency change
	ECrt
	0.18*
	-0.28*
	1.00
	
	
	
	
	
	
	

	Log (FDI capital /Total investment in the region)
	FDI_Spillrt
	-0.02
	-0.01
	0.01
	1.00
	
	
	
	
	
	

	Log(Number of employees)
	Sizeit
	-0.01
	-0.01
	0.05*
	0.02
	1.00
	
	
	
	
	

	Log(years since the establishment)
	Ageit
	-0.03*
	-0.04*
	0.02
	0.06*
	0.34*
	1.00
	
	
	
	

	Intangible assets of the firm, mln.USD
	IAit
	0.01
	0.01
	-0.01
	0.00
	0.09*
	0.04*
	1.00
	
	
	

	Log(Number of employees in the region)
	Region_Sizert
	-0.02
	-0.01
	0.02
	0.02
	0.12*
	0.11*
	0.03
	1.00
	
	

	Log(Per capita gross Regional product)
	Ind_Devrt
	-0.04*
	-0.03*
	0.01
	0.09*
	0.00
	0.10*
	0.01
	0.73*
	1.00
	

	Log (R&D activity in the region)
	R&D_Activityrt
	-0.02
	-0.01
	0.01
	0.07*
	0.07*
	0.05*
	0.02
	0.81*
	0.73*
	1.00


Correlation of the main variables

Notes: *- significant at the 10-percent level.
The noticeably significant correlation is between productivity and technical change. While both technical and efficiency changes are significantly related to the productivity change (both by definition and according to the correlation results), Table 2 suggests that technical change contributes relatively more to the productivity change in our sample. The further panel data analysis is need though to identify, which factors play what role in the performance of the firms by controlling for some endogenous and exogenous variables (see the second step of the analysis). 
Another strong correlation can be noted between the age of the plant and its size, indicating that the older plant are usually bigger if Ukraine. It is also interesting to note, that correlation between the age productivity and technical change is significantly negative. It suggests that the old plants, which were built to benefit from economy of scale in Soviet economy have not been productive during the transition from planned to market economy. In the second stage of regression analysis we will be able to observe if this relationship hold when we control for other endogenous and exogenous variables.

Table 2 also brings evidence that the bigger the region the more economically developed the region is (the higher the gross product per capita in the region) and the higher the R&D activity is in this region. While this relationship is purely logic, a special attention will be paid to the collinearity issue for the variables with strong correlation in the next step of regression analysis.
To check the robustness of our regression analysis using non-parametrically estimated Malmquist productivity index three main steps were undertaken. In the fisr step (column 3 and 4 of Table 3) step-wise regression was estimated using our firm-level dataset with MPI of domestic firms as a dependent variable with year and region fixed effects in addition to industry fixed effects in Column 3 and three technological industry dummies in Column 4. The variable for FDI spillovers was locked and therefore did not drop. The other region-level variables were eliminated step by step as well as most of firm-level variables, leaving R2 to be relatively low and indicating that panel technique should be more appropriate technique to be used.
Therefore, in the next step the Generalised Method of Moments (GMM) systems approach (Arellano and Bond, 1998) has been applied to the same models. The results using GMM presented in Columns 5 and 6 indicate that regional variables remain insignificant, while using GMM increases the significance of some firm-level variables. In the last two models (Colums 7 and 8) we introduce the ‘traditional’ way of estimating total factor productivity to check the robustness of our results. With fixed effect model reported in Column 7 the other region-level variable picked up significance while reducing the significance for spillover effect. It needs to be mentioned that using MPI as a dependant variable and ‘traditional’ production function differ in the fact that with MPI is a change in productivity that we examine, and therefore the production function has to be estimated in the first differences, like in case of GMM (Column 8). The important observation to be made from this exercise is that the sign for spillover effect does not change even though the significance does change, which might be attributed to the scale of variation in the dependent variable, where MPI is an index and therefore, arguably, experience lower fluctuations then the values of four variables, even though being logged. Taking this factor on board, and moving to the next step, not only productivity change will be evaluated but the two components of it, which became available only due to the decomposition of Malmquist Productivity index (see methodology described earlier) will be regressed on the set of environmental variables.
In the next part of results discussion, the models for MPI, TC and EC (see formulas on page22) are estimated for the total economy of Ukraine and later for the Eastern and Western parts of Ukraine separately (Table4).

5. Results discussion

In Table 4 the results presented as following: in the first three columns (3-5) the models are estimated for the total economy of Ukraine, in the next three columns (6-8) for the East and in the next three models (9-11) are estimated for the West.
The results suggest that presence of FDI in the region has consistently negative effect on the productivity and technical change of domestic firms in Ukraine. On the one hand these results can lead to an argument of ‘market steeling’, a situation when foreign firms entering the market disturb the existing equilibrium and reduce the local producers down a technological ladder. The bottleneck of local investment in Ukraine, described earlier in the paper, has lead to a massive underinvestment in technological upgrading in domestic firms. The situation could have triggered to worse with the presence of foreign firms. Note also that our analysis is limited to a few years from1999 to 2003, when the total amount of even cumulative FDI flows into Ukraine was still comparatively low and more time would be needed for the knowledge from FDI to accumulate and then spill over to domestic firms.
On the other hand, the results can be a sign of the quality of FDI in Ukraine. As it was discussed earlier in the paper, Ukraine has substantial inflows of so called ‘round-tripping FDI’. Coming from offshore zones this FDI has very low technological component in it and, as a results, they do not contribute to the positive technological change in domestic firms. From this prospective the results is a vital contribution to the current state of methodology of FDI spillovers evaluation, where sheer stock of foreign capital is treated homogeneously and productivity conceals many other facts from the empirical eye. 
The regional aspect of the FDI spillovers story in Ukraine is prominent as Table 4 report that it the Eastern regions of Ukraine that pick up most of the negative significance of the FDI presence. Most of other regional variable are significant mainly in the Eastern regions. In the East of Ukraine, the large and the more industrial the region is the more negative the productivity and efficiency change is there. Arguably, the more significant negative effect in the eastern regions of Ukraine reflects the fact that in bigger and more economically active regions productivity and technological change trajectory does not recover as even and swift as in less active regions. 

It is interesting to point out that it is not due to the concentration of old and big plant in these regions as the size of the plant/firm has a positive effect on productivity in the East, while age has largely negative effect in Ukraine in total (Table 4). For a long period of early transition old firms in Ukraine went through the sever recession right after the demise of Soviet Union in 1991. The obsolete management left after planned economy era has characterized these old firms in Ukraine. The positive efficiency changes of older firms in 1999-2003, revealed in this research, might reflect the fact of gradual adjustment to the required organizational changes and may be a sign of recovery of the main manufacturers in the East. The results also suggest that the older firms in the West experience negative technical change. 

The other result from Table 4, suggesting the R&D activity in the region does not show up to play a significant role for the productivity change in Ukraine, while having a diverse effect on technological and efficiency change. Namely, more innovative regions do experience greater technological change in both parts of Ukraine. Intangible assets of the firm have a similar effect, suggesting that both the effort of the firm itself and the R&D activity in the region as a whole contribute positively to the productivity and technical change. The FDI spillover effects on productivity and technical change of domestic firms are lower in medium and high-tech industries than in the low-tech, while the effects are higher for the efficiency in medium and high-tech than in the low-tech industries. These results suggest that the effects of FDI are diverse in different industries and different groups of regions.
Table 3. Robustness check for the main results on productivity change. 

	
	
	step_wise_MPI_n
	step_wise_MPI
	gmm_MPI_n
	gmm_MPI
	sales_fe
	gmm_sales_n

	(1)
	(2)
	(3)
	(4)
	(5)
	(6)
	(7)
	(8)

	Regional characteristics
	
	
	
	
	

	Log (FDI capital /Total investment)
	FDI_Spillrt
	-1.58
	-1.58
	-11.70**
	-8.89**
	-0.02
	-0.08

	
	
	(-0.88)
	(-0.87)
	(-1.98)
	(-2.09)
	(-0.50)
	(-0.36)

	Log (R&D activity in the region)
	R&D_Activityrt
	
	
	8.75
	-2.79
	0.04
	0.24

	
	
	
	
	(0.97)
	(-0.32)
	(1.29)
	(1.52)

	Log(Per capita gross Regional product)
	Ind_Devrt
	
	
	21.00
	-11.38
	-0.36***
	-0.19

	
	
	
	
	(1.00)
	(-0.95)
	(-3.86)
	(-0.37)

	Log(Number of employees in the region)
	Region_Sizert
	
	
	-62.13
	-5.79
	0.15
	1.63

	
	
	
	
	(-1.40)
	(-0.24)
	(0.69)
	(1.35)

	Industry characteristics
	
	
	
	
	

	Dummies for three technological groups of industries, OECD classification
	Medium-Tech Dummy
	
	-20.97***
	
	-19.24***
	
	

	
	
	
	(-3.71)
	
	(-14.37)
	
	

	
	High-Tech Dummy
	
	-6.14**
	
	-24.74***
	
	

	
	
	
	(-2.27)
	
	(-13.84)
	.
	

	Firm characteristics
	
	
	
	
	

	Log(years since the establishment)
	Ageit
	
	
	-28.53***
	-0.87*
	-0.11**
	-0.26*

	
	
	
	
	(-3.88)
	(-1.66)
	(2.54)
	(1.81)

	Log(Number of employees)
	Sizeit
	1.37**
	1.81***
	31.10***
	1.69**
	0.10***
	0.26

	
	
	(2.32)
	(3.02)
	(2.62)
	(2.04)
	(4.52)
	(1.09)

	Intangible assets of the firm, mln.USD
	IAit
	
	
	0.12
	0.01***
	0.00
	-0.00

	
	
	
	
	(0.67)
	(3.64)
	(0.19)
	(-0.17)

	Log(Cost of employees, USD)
	ln_CE
	
	
	
	
	0.34***
	0.07

	
	
	
	
	
	
	(16.87)
	(0.26)

	Log(Fixed assets, USD)
	ln_FA
	
	
	
	
	0.05***
	0.18

	
	
	
	
	
	
	(2.99)
	(0.57)

	Log(Materials costs, USD)
	ln_MC
	
	
	
	
	0.53***
	0.56***

	
	
	
	
	
	
	(55.41)
	(3.17)

	_cons
	
	-5.70*
	-6.93**
	-104.36
	71.28
	0.67
	-10.30

	
	
	(-1.68)
	(-2.03)
	(-0.13)
	(0.40)
	(0.42)
	(-1.16)

	R2
	
	0.107
	0.109
	
	
	0.649
	

	AR(1) z-statistic
	
	
	
	-11.54***
	-11.53***
	
	-6.76***

	AR(2) z-statistic
	
	
	
	1.85*
	1.58
	
	1.00

	Hansen test (2(13)
	
	
	
	210.64***
	265.13***
	
	367.67***


Notes: Number of observations in each regression is the same – 7, 734. Robust standard errors are presented below each coefficient. Each regression includes industry and year fixed effects. * Significant at the 10-percent level. ** Significant at the 5-percent level.*** Significant at the 1-percent level.

Table 4. Regression analysis results on the determinants of performance of domestic firms in two regions in Ukraine
	
	
	Total economy
	Firms in the East of Ukraine
	Firms in the West  of Ukraine

	
	
	MPI
	EC
	TC
	MPI
	EC
	TC
	MPI
	EC
	TC

	(1)
	(2)
	(3)
	(4)
	(5)
	(6)
	(7)
	(8)
	(9)
	(10)
	(11)

	Regional characteristics
	
	
	
	
	
	
	
	

	Log (FDI capital /Total investment)
	FDI_Spillrt
	-8.78**
	14.12
	-14.86*
	-39.52***
	53.64*
	-92.04***
	-7.77*
	4.26
	-10.45

	
	
	(-2.09)
	(1.13)
	(-1.94)
	(-3.36)
	(1.85)
	(-4.28)
	(-1.79)
	(0.32)
	(-1.37)

	Log(Number of employees in the region)
	Region_Sizert
	-5.23
	56.72
	87.01**
	-312.03***
	-52.39
	-495.14***
	38.79
	31.29
	191.30***

	
	
	(-0.22)
	(0.59)
	(2.11)
	(-4.04)
	(-0.28)
	(-3.81)
	(1.25)
	(0.24)
	(3.90)

	Log(Per capita gross Regional product)
	Ind_Devrt
	-12.02
	110.99***
	-76.82***
	-95.50***
	48.43
	-207.69***
	-3.89
	90.30
	-34.09

	
	
	(-1.02)
	(2.59)
	(-3.34)
	(-3.64)
	(0.72)
	(-4.57)
	(-0.25)
	(1.35)
	(-1.16)

	Log (R&D activity in the region)
	R&D_Activityrt
	-1.97
	-83.03***
	73.26***
	-2.95
	-35.06*
	32.74**
	-1.42
	-84.15***
	63.10**

	
	
	(-0.23)
	(-4.35)
	(3.68)
	(-0.36)
	(-1.84)
	(1.97)
	(-0.13)
	(-2.83)
	(2.37)

	Firm characteristics
	
	
	
	
	
	
	
	

	Log(years since the establishment)
	Ageit
	-0.87*
	1.33
	-3.06***
	-0.17
	4.49*
	-1.41
	-1.07
	-1.31
	-3.46**

	
	
	(-1.68)
	(0.76)
	(-2.85)
	(-0.23)
	(1.87)
	(-1.03)
	(-1.44)
	(-0.52)
	(-2.19)

	Intangible assets of the firm, mln.USD
	IAit
	0.01***
	-0.03**
	0.02***
	0.01***
	-0.03**
	0.02***
	0.07
	0.03
	-0.52

	
	
	(3.65)
	(-2.20)
	(2.72)
	(3.30)
	(-2.01)
	(2.63)
	(0.34)
	(0.06)
	(-1.43)

	Log(Number of employees)
	Sizeit
	1.69**
	4.75*
	2.54*
	2.01**
	-0.69
	4.76***
	1.27
	10.26**
	-0.34

	
	
	(2.03)
	(1.80)
	(1.90)
	(1.98)
	(-0.27)
	(2.75)
	(0.96)
	(2.23)
	(-0.17)

	Industry characteristics
	
	
	
	
	
	
	
	

	Dummies for three technological groups of industries, OECD classification
	Medium-Tech Dummy
	-19.24***
	16.83***
	-55.73***
	-14.60***
	14.19***
	-39.38***
	-23.16***
	20.89***
	-70.26***

	
	
	(-14.36)
	(5.79)
	(-16.01)
	(-8.02)
	(3.18)
	(-9.69)
	(-11.92)
	(5.38)
	(-12.94)

	
	High-Tech Dummy
	-24.73***
	41.60***
	-50.12***
	-23.01***
	43.99***
	-46.61***
	-25.50***
	38.21***
	-49.61***

	
	
	(-13.81)
	(7.00)
	(-25.07)
	(-13.01)
	(8.26)
	(-18.73)
	(-7.71)
	(3.38)
	(-16.37)

	
	_cons
	70.61
	-863.68
	-230.83
	2,294.15***
	72.52
	3,859.95***
	-241.49
	-615.16
	-1,119.08***

	
	
	(0.40)
	(-1.18)
	(-0.78)
	(4.00)
	(0.05)
	(4.00)
	(-1.03)
	(-0.59)
	(-3.21)

	
	# of obs
	7,734
	7,734
	7,734
	3,286
	3,286
	3,286
	4,448
	4,448
	4,448


Notes: Robust standard errors are presented below each coefficient. Each regression is estimated using Ariel-Bond GMM method for firm-level panel data.

* Significant at the 10-percent level. ** Significant at the 5-percent level. *** Significant at the 1-percent level.
6. Conclusions

The amount of foreign direct investment in Ukraine remains to be low comparing to the neighbouring countries. 
Although FDI has been proved to be a catalyst for economic development in many countries, its effects call for deeper understanding. Assessing the impact of foreign presence only on the total factor productivity of domestic firms can be misleading. This study provides empirical evidence that foreign presence can have different effect on the efficiency and technical change of domestic firms. 

Particularly, we find that FDI at the regional level negatively influences the productivity and technological change of domestic firms in the eastern regions of Ukraine, but has a positive effect on the efficiency change of the firms located there. At the same time there is no clear pattern of spillover effect on the firms operating in the western regions of Ukraine both in terms of technical and efficiency change observed. The different impact of foreign presence on the performance of firms in two parts of Ukraine might reflect deep institutional divergence of the West and the East. 

The bigger the domestic firms the higher efficiency change they experience. The results also suggest that the older the firm in our sample the less technical change it experiences and the less technically efficient it is. Innovative activity in the region was found to have a very significant and positive effect on the technical change in both parts of Ukraine. 
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Appendix 1.

Illustration of the West and East divide of Ukraine after President Election in 2004.
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Source:http://www.globalsecurity.org/military/world/ukraine/images/041124-election.gif
Appendix 2.    

The concept of a distance function (Shephard, 1970) and the main components of the Malmquist Productivity Index  
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Figure 1. Distance functions, TFP, efficiency and technical change.

Note: s-base period and t-current period of time, x – input, y - output. 
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 is the output-oriented Shephard’s distance function of observations with a set of inputs and outputs (x,y) in period t, measured with respect to technology set in period s.

Step 1. The four distance functions:
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, are estimated using the Data Envelopment Analysis (DEA) (Fare, 1989). 

DEA estimation of the output oriented distance function with constant returns to scale (CRS) is modelled as a following linear program (LP):
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Note: v is a set of technology in period s or t (v= s, t) and u is the period in which firm j is observed (u= s, t). N is a number of inputs, M is a number of outputs, and k is a number of firms defining a technology set n.

Step 2. Malmquist Index is estimated using formula:
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 Figure 2. Current and base period’s options to estimate Malmquist Productivity Index [image: image19]
Step 3. Malmquist Index is decomposed into efficiency and technical change:
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Figure 1. Foreign Direct Investment Inflow into Ukraine and its Neighboring Countries, 1990-2004
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Source: Vienna Institute for International Economic Studies (WIIW) database, 2005





Note: FDI capital stock on 2004 is used as a measure 





Source: Vienna Institute for International Economic Studies (WIIW) database, 2005





Figure 2. Country breakdown of the main foreign investors in Ukraine by 2004 
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� Negative spillover effects, or ‘crowding out’; is related to the situation when less efficient domestic firms are forced to leave their traditional markets after the entrance of foreign competitors.


� Other factors would include the importance of a large consumer market that minimises transportation and other trade barrier costs, and having good access to product markets


� For a recent review on the spatial dimension of spillover effect literature see Harris and Kravtsova (2009).


� see Kokko and Kravtsova (2008) for the more extended discussion on the determinants of innovative behaviour of foreign affiliates in transition economies.


� for empirical evidence, see Acemoglu et al, 2004, Svejnar, 2002, Havrylyshyn and Rooden, 2003; a recent literature review is found in Havrylyshyn, 2006


� This data has been obtained from the official web-site of Donetsk Regional State Administration - http://www.donoda.gov.ua


� For instance, the official government media representative Ukrinform notes that: “According to State Tax Administration Vice Chairperson Mykola Katerynchuk, …, 65 percent of their (metallurgical plants) exports were through commercial deals which involved offshore zones. In this way, … , this scheme allows financial-industrial clans to launder huge sums of money.”


� For the description purposes, foreign investment enterprises (FIEs) in Table 1 are classified as firms with any degree of foreign capital, while further in the analysis different degree of foreign capital (any positive, 10% and over and over 50%) was used for the robustness check. 


� The relevance of the Malmquist Productivity Index to other estimations of economic index numbers (Fisher and Tornquist Indices) has been discussed by Caves, Christensen and Diewert (1982).


� Using the GMM systems approach the model is estimated in both levels and first-differences. This is important, since Blundell and Bond (1999) argue that including both lagged levels and lagged first-differenced instruments leads to significant reductions in finite sample bias as a result of exploiting the additional moment conditions inherent from taking their system approach.
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